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Abstract—This study was used to integrate the entropy and
multi-objective optimization problems to produce the multi-
objective entropy optimization model (MOEOM) for the agri-
cultural product price recommendation problem (APPRP). The
process was achieved by comparing several classical approaches.
APPRP was used to determine the best selling price at the farm
level such that a significantly high price would not allow the
products to sell while a very low price could cause losses for
farmers. This study was limited to the factors considered in
APPRP including business profit/loss conditions, risk, business
competition, production level, and product quality. The algo-
rithm performance comparison results showed that the non-
dominated genetic sorting algorithm (NSGA- II) had the best
performance based on the dominance of fitness value, number
of iterations, execution time, percentage of feasible solutions,
and level of precision of the solution. Meanwhile, based on
the dominance of the solution on the objective function, the
i-NSGA algorithm was observed to have a better solution
than the NSGA-II despite its limited accuracy on the equation
constraints. The i-NSGA was an improved version of NSGA
with the inclusion of elitism and comparison of objective
functions. Therefore, it was recommended that the smart
reading algorithms, NSGA-II and i-NSGA, should be used to
solve APPRP when accuracy is needed within the equation
constraints. The implementation results also showed that the en-
tropy optimization function produced price recommendations to
farmers based on production and agricultural product quality.
The entropy optimization function in the MOEOM significantly
influenced the solutions produced through standard deviation
and entropy, as well as the ANOVA test at a significance level
of 0.05. This means it is possible to develop the MOEOM
to determine optimal solutions in multiple objectives with
uniformity (or diversity) in different fields.

Index Terms—entropy optimization; fresh agricultural prod-
ucts; multi-objective optimization.

I. INTRODUCTION

ARTIFICIAL intelligence is a continuously advancing
technology that has been widely implemented to solve

optimization problems in agriculture [1]. This optimization
process is a problem-solving concept applied in different
scientific study to determine the best solution [2][3]. Several

Manuscript received November 13, 2022; revised July 23, 2023. This
research was funded by Ministry of Research and Higher Education,
Republic of Indonesia through Penelitian Disertasi Doktor (Grant No.
1994/IT3.L1/PN/2021).

Fajar Delli Wihartiko is a doctoral candidate in computer science at
IPB University, Bogor 16680, Indonesia. He is also a lecturer in com-
puter science at Pakuan University. Bogor 16129, Indonesia. (email: fa-
jardelli@apps.ipb.ac.id / fajardelli@unpak.ac.id).

Sri Nurdiati is a Professor in the Department of Mathematics, IPB
University, Bogor 16680, Indonesia (email: nurdiati@ipb.ac.id).

Agus Buono is a Professor in the Department of Computer Science, IPB
University, Bogor 16680, Indonesia (email: agusbuono@apps.ipb.ac.id).

Edi Santosa is a Professor in the Department of Agronomy and Horticul-
ture, IPB University, Bogor 16680, Indonesia (edisang@gmail.com).

models such as linear, nonlinear, and stochastic programming
as well as fuzzy models have been employed to solve
optimization problems in agriculture [4]. Another alternative
model observed to have been applied is the multi-objective
entropy optimization model (MOEOM) which is a develop-
ment of entropy optimization problem (EOP) [5] in the form
of a multi-objective optimization (MOO) model [6].

In information theory, entropy is a criterion normally used
to determine the level of uncertainty represented by a dis-
crete probability distribution [7]. The concept has also been
applied in agriculture to measure the diversity or uniformity
in relevant data or events for further analysis [8]–[14]. EOP
is an entropy-based single-objective optimization problem in
the form of nonlinear programming considered useful for im-
age reconstruction, queuing theory, transportation planning,
and portfolio optimization [5]. Meanwhile, there are some
optimization cases with more than one objective function
requiring a nonlinear programming model such as MOO [6].

Optimization problems are observed in supply chain man-
agement, land use, irrigation, and planning as well as those
related to the managerial aspect of agriculture [4], [15], [16].
The MOO model has been specifically applied to crop pat-
terns [17], irrigation with due consideration for weather [18],
and light control in greenhouses [19]. Meanwhile, another
problem majorly faced by farmers is the determination of
the optimum selling price for agricultural products.

The agricultural product price recommendation problem
(APPRP) is a concept developed concerning the challenges
associated with determining the optimal price of products at
the farm level. The problem needs to be solved to ensure
sustainability in the businesses of farmers. It is considered
necessary because an unreasonably low price can lead to
losses while overpricing has the ability to cause low demand
by consumers. This means farmers also gave economic
challenges in selling their products.

Most studies on APPRP are generally dominated by pre-
dictive models using time series data while the remaining
are conducted through mathematical modeling [20] such as
stochastic, dynamic, and deterministic models. For example,
the study by [21] used a deterministic approach to determine
the optimal price based on the supply chain management
(SCM) of a community support agriculture. SCM was also
applied to determine the prices of products based on different
approaches such as fuzzy [22], game theory [23], and opti-
mization [24]. This APPRP was proposed to be solved in this
study using the entropy-based multi-objective optimization
model.

The sustainability of farming practices can be influenced
by certain economic factors such as costs, capital, risks,
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and business competition among farmers [25]. Farmers are
always interested in having a high income to cover the
expenses incurred during the implementation of farming
activities. Food products have very unique characteristics as
indicated by their perishability and the need to be traded
fresh [26], thereby influencing the selling price. This means
the variation in the quality and selection of products can
further lead to differences in selling prices, even for the same
commodity [27], [28]. Farm products can be sorted manually
or through the application of computers, depending on the
availability of existing technology [29]. This background
information shows the need to develop a recommendation
model to determine the selling prices of agricultural products
with due consideration for important factors such as costs,
income, risks, business competition, and product sorting.

Several studies have been conducted to basically develop
entropy optimization. Maximum entropy (MaxEnt) concept
was initialized in [23], further evolved to solve decision tree-
based classification problems [31] and clustering [32], [33].
Minimum cross-entropy (MinxEnt) was also initiated in [34]
and widely applied to several concepts and methods such
as maximum log probability [35], the cross-entropy method
to solve MOO problems [36] and pattern recognition [37].
In addition, MaxEnt and MinxEnt were developed based on
entropy theory [30].

The entropy theory has also been applied to improve
the performance of algorithms [38], multi-objective particle
swarm optimization algorithms [39], and multi-objective
genetic algorithms in terms of termination criteria [40]. It
was also combined with other concepts in a model in several
other studies. Furthermore, fuzzy entropy [33] was used for
feature selection [42]. This means the entropy optimization
model [5] can be developed to solve planning problems in
the transportation sector, queuing, image recognition, and
stock portfolio. A relative optimization programming model
[35] was also applied to geometric programming while an
entropy-based multi-objective interval stochastic program-
ming (EMISP) was developed for irrigation problems [44].

The EMISP is a MOO model that involves entropy-
based interval analysis. Therefore, this study focuses on
developing MOEOM by combining the MOO and EOP
contrary to related previous studies. The MOEOM is a non-
linear optimization model with multiple objectives, including
the entropy optimization function. Moreover, the entropy
maximization function can be used to ensure uniformity of
results obtained from the searched variable while the entropy
minimization function focuses on the retrieval of diverse
results. The MOEOM model constraints normally limit the
problems in the process to ensure the effectiveness of the
entropy optimization function.

This study was conducted to solve APPRP using the
MOEOM. The main factors indicated to be influencing the
price were operating profit or loss and product characteristics.
Primary data were obtained from Statistics Indonesia (SI)
and the commodities selected to be analyzed were red chili
and cayenne pepper. Moreover, the problem-solving process
involved the application of a non-dominated sorting genetic
algorithm (NSGA-II, i-NSGA, NSGA), multi-objective parti-
cle swarm optimization (MOPSO), and ε-constraints which is
a classical method commonly used to solve MOO problems
[45]-[47].

This article was structured into six sections including
introduction in Section 1, related research in Section 2, model
development in Section 3, APPRP formulation in Section
4, results and discussion in Section 5, and conclusions in
Section 6.

II. RELATED RESEARCH

The concept of information theory – entropy – was first
presented by Shannon [38]. The entropy concept was defined
as a tool to measure uncertainty [7] and has attracted
significant attention as the basis for modern science and
technology [48]. Entropy theory was developed based on the
principles of MaxEnt [30] and MinxEnt [34]. The MaxEnt
principle was focused on the determination of the probability
distribution that maximizes the Shannon size at a linear
constraint. Moreover, the constraints were used to determine
the distribution features to be explored such as the mean
and variance. The Kullback principle was used to find two
close distributions by minimizing the size of the difference
between them [49]. The MaxEnt and MinxEnt concepts have
been applied widely in different fields such as operations,
pattern recognition, economics, finance, marketing, as well
as urban and transportation planning [49].

The principles of entropy were also observed to have
been applied to improve the performance of an algorithm
or method [39], [40]. mathematical modeling, fuzzy entropy
[41], EOP [5], relative optimization programming [43], and
EMISP [44].

A previous study used the mind mapping approach [50] in
entropy study and optimization and the results are presented
in the following Figure 1.The results of the bibliometric anal-
ysis [51] based on the papers found are presented in Figure 2.
These results have a pattern that aligns with the results of the
thought mapping in Figure 1. The word ”Entropy” is closely
related to ”optimization,” ”performance,” and ”model,” which
are also the main branches in Figure 1.

III. MODEL DEVELOPMENT

A. Multi-Objective Entropy Optimization Model

Suppose F (x) is an objective function of a number of k
functions (k ∈ Z+), and x is a vector of size n. Let H(p(x))
be an entropy function where p is a probability function of
the event x. In this case H(p(x)) = −

∑n
j=1 pj(x)ln(pj(x)).

The multi-objective entropy optimization model (MOEOM)
is defined as follows:
Maximize

F (x) = [f1(x), ..., fk(x), H1(p(x)), ...,Hl(p(x))]
T (1)

Subject To

wq(x) ≤ 0; q ∈ Z+ ∪ {0} (2)∑
l∈Z

plgi(xl) = di; l ∈ Z+ ∪ {0}, i ∈ Z ∪ {0} (3)

∑
l∈Z

pl = 1; l ∈ Z+ ∪ {0} (4)

pl ≥ 0 = 1; l ∈ Z+ ∪ {0} (5)

Here, Function (1) is multiple objective functions where
f(x) denotes the model optimization function of k and H(x)
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Fig. 1. Mind Mapping Results

Fig. 2. The Bibliometric Result

is an entropy function of l. Constraint (2) is an inequality
constraint in the form of a function w(x) of a number of
q constraint functions. Constraint (3) is a constraint based
on the expected value of E[gi(X)] = di. Constraint (4)
guarantees that the sum of the probabilities is equal to one.
Constraint (5) ensures that the probability value is always
positive.

B. Agricultural Product Price Recommendation Problem

Some of the assumptions used in APPRP are stated as
follows:
a) The quality of agricultural products is categorized by
farmers based on time, size, taste, freshness level, and
product maturity.
b) Farmers use the model with relatively similar sales or
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harvest times for products.
c) The initial development of the price recommendation
model considers the condition of farm profit or loss, com-
petitor product prices, product quality, and business risks.
d) The costs incurred by farmers are accumulated into the
total price.

The APPRP model was defined in the MOEOM by
defining a set containing agricultural food products, a set
of product quality, and several variables as follows:
a) A = {1, 2, ..., a|a ∈ N}, is a collection of agricultural
food products (abbreviated agricultural products).
b) Ba = {1, 2, ..., ba|b ∈ N, a ∈ A}, is a set of qualities of
agricultural products a ∈ A which are categorized sequen-
tially based on the level of product quality.
c) xa,ba , is the price of an agricultural product a ∈ A with
quality ba ∈ Ba for one unit.
d) TC, is the total costs incurred by farmers for all products
a ∈ A from the production process to distribution.
e) Profit, as the profit the farmer expects on the sale of the
entire product a ∈ A.
f) qa,ba , as a quantity of agricultural products a ∈ A with
quality ba ∈ Ba per unit.
g) ha,ba , the lowest selling price of agricultural products
a ∈ A with quality ba ∈ Ba from other competitors at the
same level.
h) Ha,ba , the highest selling price of agricultural products
a ∈ A with quality ba ∈ Ba from other competitors at the
same level.
i) r, as the value of the risk of failure to sell agricultural
products due to product distribution in percentage.
j) pa,ba , as the probability to apply sales revenue of a product
from xa,ba the total of all product sales a ∈ A,∀ba ∈ Ba. In
this case pa,ba =

qa,ba .xa,ba∑
∀ba∈Ba

qa,ba .xa,ba
; for a ∈ A.

k) ha, is the average selling price of the product a ∈ A is
expected by the farmer.

The recommendation model for the price of agricultural
food products with the concept of multi-objective entropy
optimization problem (MOEOM) is presented as follows.

Maxf(xa,ba) =
∑
∀a∈A

∑
∀ba∈B

qa,ba .xa,ba (6)

MinHa(p(xa,ba)) = −
∑

∀ba∈Ba

pa,ba(xa,ba)

ln(pa,ba(xa,ba));∀a ∈ A (7)

Subject To:

TC + Profit ≤ (1− r)f(xa,ba) (8)

ha,ba ≤ xa,ba ≤ Ha,ba ;∀a ∈ A,∀ba ∈ Ba (9)

xa,1 > xa,2 > ... > xa,ba ;∀a ∈ A (10)∑
∀ba∈Ba

qa,ba .xa,ba∑
∀ba∈Ba

qa,ba
= ha ;∀a ∈ A (11)

∑
∀ba∈Ba

pa,ba = 1 ; ∀a ∈ A (12)

pa,ba ≥ 0 ;∀a ∈ A,∀ba ∈ Ba (13)

xa,ba ≥ 0 ;∀a ∈ A,∀ba ∈ Ba (14)

The objective function (6) determines the maximum value
of the total revenue or gross income from farmers. The
objective function (7) minimizes the entropy value to obtain
a price with a low uniformity level according to the quantity
of crops produced by the farmers. This means several prices
are obtained for the same commodity with different qualities.

Constraints (8) are used to ensure that the income received
can cover all costs and profits expected by farmers by
considering the risks faced by them. Constraint (9) is used so
that the price of agricultural products ranges from the prices
prevailing in traditional and digital markets depending on
farmers’ selection of distribution systems. Constraint (10)
is used so that the price determined is proportional to the
quality of the price. In the case of a product a ∈ A,
sequentially the quality of b1 is better than b2, the quality
of b2 is better than b3 and soon.

Constraint (11) is a constraint used so that the aver-
age weighted price for an agricultural product approaches
farmers’ expectations (ha). This constraint is in EOP but
is optional in this price recommendation problem. In real
problems, the weighted average price result is quite far from
the value ha. This is because of the zigzagging phenomenon
where the APPRP model has constraints in the form of
equations and inequalities [52].

Constraint (12) ensures the total probability value is equal
to 1 for the same commodity while Constraints (13) and
(14) indicate non-negativity. The APPRP model guarantees
its solution as long as it has a feasible area based on the
Weierstrass theorem [53].

IV. FORMULATION AND PROBLEM SOLVING

A. Data

The data used were sourced from Statistics Indonesia
[54], [55], National Standardization Agency [56], National
Strategic Food Price Information Center [57] and research
[58]. The available data were processed and summarized as
in the Table 1.

TABLE I
DATA DESCRIPTION

Data Descryption Source
Commodity (A) 1.Red Chili; 2.Chili Cayenne

Quality (B) 1,2,3 [56]
TCa TCa = 10.007(qa); [54]

TCb = 10.651(qb)
Profit 50.98% (TCa) + 63.41% (TCb) [54]
qa,ba q1,1= 10, q1,2=90, q1,3 =50, [58]

q2,1 = 50, q2,2 = 40, q2,3 =60
r 3% [58]

ha,ba h1= 20,756, h2=24,040 [57],[55]
Ha,ba H1= 33,440, H2= 36,166 [57],[55]
ha h1= 26,110, h2 = 28,612 [57],[55]

B. Problem Formulation

This subsection presents the process of inputting data into
the available modeland this led to three objective functions
which include finding the maximum income value (max
f(x)) and the minimum entropy value of each commodity
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(min H1 and min H2). The results obtained from the APPRP
model developed using the data in Table 1 are presented in
the following implementation model/Model (IM):

Max(q1,1x1,1 + q1,2x1,2 + q1,3x1,3

+ q2,1x2,1 + q2,2x2,2 + q2,3x2,3) (15)

Min− (p1,1.ln(p1,1) + p1,2.ln(p1,2) + p1,3.ln(p1,3)) (16)

Min− (p2,1.ln(p2,1) + p21,2.ln(p2,2) + p2,3.ln(p2,3)) (17)

Subject To

TC + Profit ≤ (1− r)(q1,1x1,1 + q1,2x1,2 + q1,3x1,3

+ q2,1x2,1 + q2,2x2,2 + q2,3x2,3) (18)

h1 ≤ x1,b1 ≤ H1;∀b1 ∈ B1 (19)

h2 ≤ x2,b2 ≤ H2;∀b2 ∈ B2 (20)

x1,1 > x1,2 > x1,3 (21)

x2,1 > x2,2 > x2,3 (22)

q1,1x1,1 + q1,2x1,2 + q1,3x1,3
q1,1 + q1,2 + q1,3

= h1 (23)

q2,1x2,1 + q2,2x2,2 + q2,3x2,3
q2,1 + q2,2 + q2,3

= h2 (24)

p1,1 + p1,2 + p1,3 = 1 (25)

p2,1 + p2,2 + p2,3 = 1 (26)

p1,1, p1,2, p1,3, p2,1, p2,2, p2,3 ≥ 0 (27)

x1,1, x1,2, x1,3, x2,1, x2,2, x2,3 ≥ 0 (28)

C. Problem Solving Method

APPRP was completed by comparing the performance of
several classical algorithms designed to solve multi-objective
optimization problems. The focus was on the solution dom-
inance values, precision levels, feasibility, number of iter-
ations, and program execution time. The domination value
of the solution was compared based on the fitness and the
objective function values. Moreover, the precision level was
searched using the ANOVA test [59] at a significance level of
0.05. The feasibility of solutions was compared based on the
probability of an algorithm to determine a feasible solution
in a population. The algorithms used to solve APPRP were
ε-Constraints [47], MOPSO [45] and several variants of
NSGA, including the NSGA II algorithm [60], NSGA [61]
and an improved version in the form of i-NSGA.

The parameters used include a population of 50 individ-
uals, a crossover probability of 0.6, and a mutation proba-
bility of 0.01 [62]. The i-NSGA was developed by adding
an elitism function, comparing the value of the objective
function in non-dominated rank (NDR), and adding a penalty
function [63],[64]. The elitism process used was based on
five of the best individuals. Furthermore, the objective func-
tion proportion ratio for (f : H1 : H2) was 2:1:1, and the
penalty function was applied to determine the fitness value of
an individual. This was achieved by subtracting the penalty
value from the objective function (f(x)) when an individual

violated the APPRP constraints.The summary of the i-NSGA
formulation process is presented in the following Figure 3.

The best search criterion for the solution was based on
the non-dominance value with the highest closeness between
populations. Moreover, optimal pareto was visualized using
fitness (fit, H1, H2) and objective function (f(x), H1, H2).
Experiments were also conducted to determine the effect
of EOP in the APPRP model. The process led to the
elimination of the Function (7), Constraints (11), (12), and
(13), as well as the effect of constraint (10). The model was
subsequently tested using ANOVA [59] at an actual level
of 0.05. The summary of the results obtained by comparing
the performance of the APPRP solving algorithm was later
presented in the form of a smart reading algorithm (SRA)
[65].

V. RESULTS AND DISCUSSION
A. Result

The results of the problem-solving method obtained from
the Model (IM) are presented in Table 2 as well as Figures 4
and 5. Table 2 shows that both ε-constraints and NSGA were
unable to solve the APPRP problem as indicated by the zero-
probability value recorded for the feasible solution in the
best population. This was observed to be in line with several
studies related to NSGA, where improvements were needed
to search for optimal pareto [66]. The ε-constraints method
was discovered to continuously provide the same value in
every repetition, even for the price of similar products with
different qualities. The phenomenon was confirmed by the
value of x1,1 = x1,2 = x1,3 and x1,1 = x1,2 = x1,3 in
Table 2, thereby indicating the inability to use the entropy
minimization function in the ε-constraints method to provide
price recommendations for different product qualities.

Figure 4 compares the optimal pareto based on the fitness
value found in the first rank of each settlement using NSGA-
II, i-NSGA, and MOPSO. The results showed that NSGA-
II was in the first rank followed by MOPSO and i-NSGA.
Moreover, the MOPSO was unable to form an optimal pareto
set but the points produced were clustered and close to the
NSGA-II results.

Figure 5 compares the optimal pareto based on the ob-
jective function and the results showed that the i-NSGA
produced better f(x) and H1(x) values than the NSGA-II
and MOPSO. The difference between Figures 4 and 5 was
associated with the ability of NSGA-II to produce variables
that are close to equation constraints in APPRP, particularly
Constraint (11) which was used to ensure the average price
of a product met the expectations of the farmers.

The evaluation of the best populations in the NSGA-II
and i- NSGA showed an error value as indicated in Table
3 which had the ability to reduce the objective function in
the fitness value. Meanwhile, NSGA-II provided a solution
with an error of 0.5% and this was much smaller than the
12.35% generated by i-NSGA. The best population results
were also evaluated using ANOVA in order to determine
the average difference at a confidence level of 0.05. The
hypotheses developed for the test are as follows:
Ho: The average result of the population is the same.
H1: The average population are not all the same.

The critical region was at F > (Fcrit = 1.40538). and
the results presented in Table 3 showed that all algorithms
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Fig. 3. i-NSGA flow chart

TABLE II
RESULTS OF IMPLEMENTATION MODEL/MODEL (IM)

Method x1,1 x1,2 x1,3 x2,1 x2,2 x2,3 fit f(x) H1(x) H2(x) feasible
NSGAII 26,144 26,143 26,042 36,078 24,884 24,877 8,207,871 8,208,355 0.853 1.071 0.94
i-NSGA 33,444 33,440 20,782 32,801 29,887 27,350 7,119,578 8,859,638 0.796 1.088 0.50
MOPSO 28,372 28,329 21,515 28,901 28,345 28,335 8,120,776 8,188,102 0.824 1.085 0.12
NSGA 24,705 29,909 28,819 25,721 26,115 31,941 7,433,351 8,626,950 0.827 1.066 0
ε-Cons. 33,449 33,449 33,449 36,116 36,116 36,116 3,013,250 10,434,750 0.853 1.085 0

had a high level of precision based on the ANOVA test.
This was associated with the fact that their F value were
smaller than Fcrit. However, the NSGA- II algorithm had
a better level of solution precision when compared to i-
NSGA and MOPSO as indicated by the FNSGAII (0.00022)
which was smaller than the FiNSGA (0.0773) and FMOPSO

(0.9974). The results also showed that NSGA-II was superior
in terms of processing time and the number of iterations in
determining the best solution.

TABLE III
PERFORMANCE COMPARISON OF APPRP SOLVING ALGORITHMS

Methods ANOVA(F) Iteration RT
NSGA-II 0.00022 118 103
i-NSGA 0.07731 3783 348
MOPSO 0.99741 998 874
Methods NDR(fit) NDR(f(x)) Max Error
NSGA-II 1 2 0.50%
i-NSGA 3 1 12.35%
MOPSO 2 3 32,42%

RT = running time (second)
NDR(fit) = non-dominated rank based on fitness value
NDR(f(x)) = non-dominated rank based on objective function

Figure 6 compares the output of the feasible population
for the best generation of NSGA-II and i-NSGA in box plot
form. The results showed that NSGA-II produced a more
diverse range of solutions compared to i-NSGA as indicated
in Figures 6(a) and 6(b) and this was consistent with Figures
4 and 5 where the NSGA-II had an optimal pareto with
a wider range compared to the i-NSGA. The phenomenon
also affected the range of fitness values and the objective
functions formed. Based on product prices, the i-NSGA
recommended a higher price than NSGA-II, especially for
high-quality products in each commodity.

B. Discussion

The experimental process to evaluate the EOP performance
was conducted using Model (IM). Case 1 was a condition
where several EOP functions were removed from the APPRP
model as in Function (7) as well as Constraints (11), (12),
and (13). Case 2 was used to observe the effect of the order
constraints of a solution on APPRP without EOP. This means
Case 2 was Case 1 without Constraint (10). Both cases were
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Fig. 4. Pareto optimal comparison of MOPSO, i-NSGA and NSGA-II based on fitness value

Fig. 5. Pareto optimal comparison of MOPSO, i-NSGA and NSGA-II based on objective function

solved using a genetic algorithm [67] with the same data and
parameters according to the solution in the Model (IM).

The determination of the optimal solution in each gen-
eration for the two cases is presented in Figures 7 and 8
respectively. Moreover, the solutions obtained for each case
were compared with those in the Model (IM) in Table 4.
The results showed that the EOP was able to reduce the final

objective function f(x) value in the form of the operating
income. This was associated with the movement of the price
towards a high value but not matched by the difference based
on the product quality as indicated by the low deviation in
the prices in Cases 1 and 2. The application of this trend in
both cases showed the possibility of lesser demand for low-
quality products because they had high prices close to those
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Fig. 6. Comparison of results in each variable between NSGA-II and i-NSGA

of high-quality products.

TABLE IV
COMPARISON OF EXPERIMENT RESULTS

Variable NSGA-II Case 1 Case 2
x1,1 26,144 33,420 33,449
x1,2 26,143 33,325 33,447
x1,3 26,042 33,174 33,448
x2,1 36,078 36,164 36,153
x2,2 24,884 36,159 36,166
x2,3 24,877 36,158 36,165
x1 26,144 33306.21 33448.1
x2 28,613 36160.57 36161.56
σ1 58.78 124.1 0.9
σ2 6465.09 2.8 7.1
f(x) 8,208,355 10,115,291 10,441,369
H1(x) 0.853 0.853 0.853
H2(x) 1.071 1.086 1.085

ANOVA(F) - 15.73 15.45

The results in Table 4 also showed that the entropy min-
imization function worked effectively. This was confirmed
by the comparison of the entropy values in each case where
the Model (IM) was observed to have the lowest entropy
value, especially for Commodity 2. The experimental results
were also evaluated to determine the difference in the mean
at a confidence level of 0.05. This was conducted using the
same hypothesis as the previous test and a critical area of
F > (Fcrit = 4.9646). The placement of this value in
the critical region (F > Fcrit) showed that the average

Fig. 7. Result of Case 1

Fig. 8. Result of Case 2
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TABLE V
SRA-APPRP-MOEOM COMPONENT

i Techniques (Ξi) Goal Criteria (Φi)
1. NSGA-II Looking for the best selling price high accuracy

(users need with an average price [95%:100%]
high accuracy) equal (or very close)

to user expectations
2. i-NSGA Looking for the best selling price low accuracy

(users do not need with an average price (0%:95%)
high accuracy) close to user expectations

experimental results in Model (IM) and Case 1 were not
the same. This means the EOP function produced results
considered different from those in Case 1. Moreover, the
comparison between Case 2 and Model (IM) showed that
the addition of the quality order in Constraint (10) did not
affect the results when the EOP function was not included
in the model. The assessment and tests conducted showed
that the EOP function in MOEOM was able to effectively
regulate diverse solution values based on the amount of
production and due consideration for the main goal which
was to maximize the income of farmers.

C. Smart Reading Algorithm for APPRP

The results obtained from the experiments and algorithm
performance evaluation were summarized in the smart read-
ing algorithm (SRA). The SRA was considered useful to
determine the correct solution algorithm for the problem
based on the available criteria. Let Θ be the APPRP problem
in MOEOM form, the scope was stated as follows:
a) The APPRP model used was to maximize revenue and
minimize the entropy value with constraints in the form of
linear equations and inequalities.
b) APPRP had Constraint (11) formulated to determine the
average price of similar products with different quality.
c) The user (farmer) was able to define an acceptable error
rate or specify the desired level of accuracy for Constraint
(11).

The components required for the SRA are presented in
Table 5. This was indicated by the fact that each step had
different completion techniques in the form of objectives
and criteria. A combination of all existing criteria was also
able to resolve all APPRP cases with Constraint (11). The
existence of a case ϑ in the Θ problem (ϑ ∈ Θ) with the
criterion (Φϑ) led to the presentation of the SRA for APPRP
in the following simple terms:

Smart Reading Algorithm for APPRP
Input : Φϑ (criteria from user)
Output : Ξϑ (problem solving technique)
Algorithm :
1. if Φϑ is equal to the Criteria 1 (Φϑ = Φ1)
2. then use NSGA-II to solve ϑ.
3. else use i-NSGA to solve ϑ.
4. end if .

The SRA for APPRP was applied based on the criteria
selected by the user. The selection of a high accuracy on the
average expected product price would lead to the application
of the NSGA- II as the APPRP problem-solving technique.
The system also used i-NSGA to obtain prices with better

objective function values. The SRA was observed to be
dynamic and this means it can be developed continuously
in line with the findings of several relevant studies. The
complexity of SRA is O(i) + O(mn3) where i is the
number of criteria in the SRA, m is the number of objective
functions, and n is the number of population [60],[65].

D. Price Evaluation Based on Benefits and Risks

The MOEOP model will be evaluated by calculating the
value of the benefits and risks that might arise if the solu-
tion is implemented (or not implemented). The calculation
process is done through research experiments by looking
for a selling price range that farmers can use. The search
for the sales price range is carried out by eliminating
Constraints (11). The APPRP model without Constraints (11)
will produce the highest price recommendations that farmers
can sell. The recommendation for the lowest selling price is
calculated by changing the objective function to search for
the minimum function with a minimum price limit of IDR
0.-. Evaluation of the value of the benefits and risks of the
price recommendation model can be seen in Table 6.

TABLE VI
PRICE EVALUATION

Variable Highest Price Lowest Price
x1,1 30,226 18,823
x1,2 29,629 13,618
x1,3 28,837 6,443
x2,1 35,841 33,950
x2,2 35,133 28,739
x2,3 26,547 7,413
f(x) 10,115,291 5,027,840

Profit(loss) 4,047,865 0

Table 6 shows that the recommended selling price of
agricultural products from Model (IM) can generate a profit
of IDR 3,085,055 if all of these products can be sold in
full and with a risk of loss of 3%. Farmers can sell their
products in the lowest to the highest price range. Determining
the price below the lowest selling price will be at risk of
farming losses, while pricing above the highest is at risk of
high farming competitiveness.

VI. CONCLUSION

In conclusion, this study developed MOEOM as a multi-
purpose optimization model with due consideration for the
diversity or uniformity of the solutions provided. The en-
tropy maximization function was used to obtain consistent
results while entropy minimization was employed to vary
the solution.

The MOEOM model was applied to solve the price recom-
mendation problem for agricultural food products and it was
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discovered to have worked effectively. This was confirmed by
comparing the solutions provided with the model developed
without entropy and ordered constraints. The algorithm per-
formance was evaluated and the results showed that NSGA-
II worked better than i-NSGA, NSGA, MOPSO, and ε-
constraints. The i-NSGA algorithm specifically outperformed
NSGA-II to dominate the objective function solution. This
was associated with the fact that the NSGA-II produced
solutions with a higher level of accuracy on equational con-
straints than i-NSGA. Moreover, the EOP function performed
effectively in MOEOM as indicated by the ANOVA test at
a 0.05 significance level.

The results are expected to be improved through the con-
duct of further studies to modify the price recommendation
model using other attributes, variables, or constraints. The
MOEOM is also expected to be continuously developed and
implemented in different fields.
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