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Abstract—This paper designs a multi-agent-based intermedi-
ate observer for malfunction and state estimation of a multi-
area interconnected power system. By building a simplified
linear model of the power systems, a distributed malfunction
observer based on intermediate variables is designed to achieve
the estimation of actuator and sensor malfunction signals
while considering the system’s own and neighboring output
estimation errors. The method overcomes the dependence of
the conventional observer on the matching condition of the
observer and calculates the gain of the observer by solving
the linear matrix inequality. Eventually, through an example of
simulation, the effectiveness of the design is verified.

Index Terms—power systems, multi-agent systems, interme-
diate observer, malfunction estimation, linear matrix inequality.

I. INTRODUCTION

FREQUENCY is the key parameter of maintaining power
system stability. Frequency fluctuations are severe and

can cause frequency deviation. The long-term effects of
deviations can cause contact line overloads and damage to
generators and other equipment. For multi-area intercon-
nected power systems (IPS), frequency control is important
to ensure that the frequency fluctuates within the appropriate
range and to keep the deviation of the exchange power of the
contact line within the set limits. Therefore, load Frequency
Control (LFC) is remarkable and research value to ensure
stabilization of the power system. [1, 2].

In the past years, the researchers have presented many
results of LFC strategies [3–14]. An adaptive sliding mode
controller based on the LFC model of photovoltaic en-
ergy storage systems has been designed in [3]. A ma-
chine learning-based emergency voltage stabilization model
predictive control (MPC) has been proposed to implement
acceleration strategies in real time for power systems in [4].
A multi-area IPS-LFC method under spurious data injection
attacks has been investigated in [5]. In reference[6], the
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authors have investigated the exponential rejection trouble
of an LFC model of a multi-area IPS with input time lags.
To rectify the objective function of the proportional-integral-
derivative (PID) control parameters, a PID controller for
the LFC of IPS has been proposed using an ant colony
algorithm in [8]. In reference[9], the authors have proposed
a new method Harris Hawk Optimizer (HHO) to solve the
frequency constraint obstacle to effectively suppress wiring
power exchange and frequency dynamic oscillations in a
multi-area IPS. In reference[10], the authors have proposed
a fuzzy PI/PID hybrid optimization controller based on
differential evolution and pattern search to solve the LFC
obstacle of IPS. In order to improve the frequency stability of
the energy grid, the authors have proposed a different method
for controlling the frequency of the load with three degrees
of freedom in [11]. In order to integrate the power system
with the effective contribution of renewable energy, a grid
model for studying the LFC problem has been proposed in
[12]. In reference[13], the authors have proposed an adaptive
LFC technique for isolated and interconnected microgrids.
The Jaya optimization method has been used for the area
controller online.

With the rapid development of the social economy, peo-
ple’s requirements for power systems and power equipment
are increasing. The structure and function are becoming
more and more complex, and the degree of automation and
intelligence of the power system is becoming higher and
higher. Various power subsystems and an increasing number
of smaller power systems are being integrated into the large
power grid, forming an IPS that makes full use of energy in
remote areas.

Due to the limitations of the natural environment, there
are still many problems with IPS technologies. For exam-
ple, wind and solar energy are stochastic and intermittent,
resulting in a power system with stochastic and intermit-
tent power output. Secondly, distributed power sources are
difficult to control, costly, and have weak malfunction ride-
through capability when connected to the main grid [15].
The IEEE P1547 protocol, published in 2001, explicitly
requires that distributed power sources be immediately dis-
connected from the main grid when a malfunction occurs
on the main grid [16]. This operation will cause power
imbalances in transient processes within the grid system.
In reference[17], an improved convolutional neural network-
based malfunction diagnosis method for ship power systems
has been proposed to support the normal operation of ships.
In reference[18], a parameter-free active malfunction-tolerant
control strategy for LFC has been proposed. The malfunction
diagnosis consists of three parts, namely, malfunction de-
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tection, malfunction separation, and malfunction estimation
[19]. A design scheme for distributed malfunction detection
and isolation filters has been proposed in [20]. An observer-
based malfunction isolation and detection method has been
proposed in [19].

The malfunction estimation method over other malfunction
diagnosis methods is that the malfunction signal can be
recovered, and the malfunction information is more in-
depth, including the complete waveform and amplitude of
the malfunction source [21, 22]. The method in [23] allows
rapid detection of engine malfunctions, estimate of thrust
loss using the malfunction estimation method, and accurate
location of the serial number of malfunctioning engines in a
power system consisting of multiple engines.

Therefore, malfunction estimation can improve the safety
and reliability of power systems by monitoring and analyzing
real-time data of power systems, analyzing malfunctions
more accurately, identifying and locating malfunctioning
equipment or system components, and helping to respond to
malfunctions more quickly, locating them more accurately,
and repair them more effectively. However, most of the
available research results rarely consider the distributed mal-
function estimation. As a typical multi-agent systems (MAS),
multi-area IPS can optimize the overall malfunction esti-
mation performance by adding multi-agent communication.
Researchers have proposed several malfunction estimation
methods for MAS. In [24], the authors have proposed a
distributed malfunction estimation method that designs un-
known input observers for each agent independently and
estimates the state and malfunction signals. In [25, 26],
the authors have designed intermediate observers for lin-
ear/nonlinear systems, respectively. In [27], the sliding mode
observer method has been used to estimate actuator mal-
functions. To compute the parameter matrix of the observer,
a feasible linear matrix inequality (LMI) solution has been
needed [24, 28, 29]. The sequence of LMI along with the
number of agents. As a result, the computational effort also
increases the number of agents. In [30], the authors have
used an LMI based on the Schur decomposition theorem to
solve matrix parameters of the same dimension as a single
system, and its computational effort has not been affected
by the number of agents in the systems. Therefore, a set of
intermediate observers has been designed for the control unit
of IPS to estimate the status of IPS and the malfunction of
actuators and sensors.

In summary, this paper investigates the difficulty of mal-
function estimation in IPS. The main contributions and
innovations of this paper include:

1) An intermediate variable observer is designed to esti-
mate the malfunction signals of the IPS control unit,
which overcomes the observer matching condition re-
quired by most observers.

2) Unlike most existing studies that have mostly con-
sidered only malfunction estimation for centralized
systems. In this paper, the estimation accuracy of
malfunction signals is improved by increasing the
communication between IPS and collecting neighbor
signals.

3) Compared with the traditional intermediate observer
malfunction estimation method, this method adopts
multi-agent topology and introduces output estimation

error feedback, including both distributed and central-
ized estimation errors, thus improves the estimation
performance.

II. PROBLEM DESCRIPTION AND MODELING

For a directed graph G(V, E ,A),V = [V1, V2, · · · , VN ] is a
set of non-empty points, and Vi is the ith node, i is a positive
integer; E = [(Vi, Vj) : Vi, Vj ∈ V] ⊂ V × V is the edge set
of the topology; A = [aij ] ∈ RN×N is the adjacency matrix
of the graph G, where aij = 1 when Vi, Vj ∈ E , and aij = 0
when Vi, Vj /∈ E . Vj is a neighbor of Vi only if Vi, Vj ∈ E .
Matrix L = [lij ] ∈ RN×N is the Laplacian matrix, which is
defined as L = D−A, where D is the degree matrix, where

lij =
N∑

j=1,j ̸=i

aij , and lij = −aij , i ̸= j. Undirected graphs

are also a special kind of directed topology map.

A. Problem Formulation

For a large power system, it consists of many interlinked
control areas. Fig. 1 shows a diagram of control area i. In
LFC design, generators, turbines and powertrain units are
typically modeled using three first-order transfer functions

N∑
j=1,j ̸=i

Tij∆fi and ∆PLi are the area interface and the local

load perturbation, respectively. After the load perturbation in
the control area, the frequency in the control area changes
transiently and the feedback takes into play to generate the
corresponding rise or fall signals to each generator based
on the participation factor (aij) for each generator, the
generation needs to follow the load. In the steady working
condition, the generators need to match the load, following
which both the power and frequency deviation of the contact
line are zero. An area control error (ACE) signal is generated
through input frequency and contact line power deviations to
achieve a balance between the connected control areas. This
generates an ACE signal which is in turn used in the PI con-
trol, where ACE signal is defined as βi∆fi(t) + ∆Ptie,i(t).
They mean a linear combination of variations of contact line
power and frequency deviations.

The reference [31] has provided a simplified linear model
of IPS, among which the diagram of the ith control area is
shown in Fig. 1. Its kinetic is described as follows:

∆ḟi(t) =
1

Mi
(∆Pmi(t)−Di∆fi(t)−∆PLi(t)

−∆Ptie,i(t)),

∆Ṗtie,i(t) =2π
N∑

j=1,j ̸=i

Tij(∆fi(t)−∆fj(t)),

∆Ṗmi(t) =
1

Tti
(∆Pgi(t)−∆Pmi(t)),

∆Ṗgi(t) =
1

Tgi
(∆Pci(t)−

1

Ri
∆fi(t)−∆Pgi(t)).

(1)

In the actual control work, it is also necessary to col-
lect the variation of the generator’s mechanical power and
the governor’s movement. Therefore, we selected ACEi

as yi1, the mechanical power variation of the generator as
and yi2, and the movement of the governor as yi3, and
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Fig. 1: Interconnected power system model.

yi = [yi1, yi2, yi3]
T . The relevant system parameters and

variables are defined in Table I.
Further, the dynamics equation (1) of the power system is

described as:{
ẋi(t) = Aix(t) +Biui(t) +H0iwi(t),

yi(t) = Cixi(t),
(2)

here xi(t) =[∆fi(t),∆Ptie,i(t),∆Pmi(t),∆Pgi(t)]
T ,

wi(t) =[∆PLi(t),
N∑

j=1,j ̸=i

Tij∆fi(t)]
T , the matrices Ai, Bi,

Ci, and H0i are shown in Formula (3), and ui(t) = ∆Pci(t),
yi(t) ∈ Rny for measurement output. They belong to the
ith area.

Ai =


−Di

Mi

1
Mi

1
Li

0

2π
N∑

j=1,j ̸=i

Tij 0 0 0

0 0 − 1
Tti

1
Tti

1
RiTgi

0 0 − 1
Tgi

 ,

Bi =
[
0 0 0 1

Tgi

]T
,

Ci =

βi 1 0 0
0 0 1 0
0 0 0 1

 , H0i =

[
− 1

Mi
0 0 0

0 −2π 0 0

]T
.

(3)

Considering the malfunctions of the sensor and actuator,
the power system with the following area i dynamics:

ẋi(t) = Aixi(t) +Biui(t) +H1ig1i(t) +H0iwi(t), (4)

TABLE I: Definition of power system signals.

Symbol Definition
∆fi Frequency deviation
∆Pmi Mechanical power variation of generator
∆Pgi Motion of the governor
∆PLi Load disturbance
∆Ptie,i Contact line power deviation
∆Pci Secondary frequency modulation action
Mi Equivalent inertia coefficient
Tgi Governor time constant
Tij Synchronization coefficient of contact line
Tti Prime mover time constant
Ri Droop characteristic
Di Equivalent damping coefficient
βi Frequency deviation factor

yi(t) = Cixi(t) +H2ig2i(t), (5)

where g1i(t) ∈ Rng1 are the vector of actuator malfunction
and g2i(t) ∈ Rng2 are the vector of sensor malfunction.
H1i, H2i are some matrices with corresponding dimensions.
If g1i(t) and g2i(t) are differentiable. This assumption is
common in many malfunction studies literature, such as
[24, 27–29, 32–34].

The principle purpose of this paper is: using the output of
each region and the output of other regions in the network,
design a malfunction observer to achieve the estimation of
states xi(t), malfunctions g1i(t) and g2i(t).

III. MAJOR RESEARCH RESULTS

A. State variable Transformation

Make x̄T
i (t) = [xT

i (t), g
T
2i(t)]

T , subsequently the system
dynamic (4) and (5) are reconfigured as

K0

.
x̄i(t) =A1i x̄i(t) + B̄iui(t) + H̄1ig1i(t)

+ H̄0idi(t) + T1H2ig2i(t), (6)

yi(t) = C1i x̄i(t) = C0i x̄i(t) +H2ig2i(t), (7)

where

K0 =

[
In 0
0 0ny×nfs

]
, A1i =

[
Ai 0
0 −Dsi

]
,

B̄i =

[
Bi

0ny×nu

]
, H̄1i =

[
H1i

0ny×ng1

]
,

H̄0i =

[
H0i

0ny×nw

]
, T1 =

[
0n×nY

Iny

]
,

T0 =
[
In 0n×nfs

]
, C1i =

[
Ci H2i

]
,

C0i =
[
Ci 0ny×nfs

]
.

From (7), we have that H2ig2i(t) = yi(t) − C0ix̄i(t).
Substituting it into (6), we possess

K0

.
x̄i(t) =(A1i − T1C0i) x̄i(t) + B̄iui(t) + H̄1ig1i(t)

+ H̄0iwi(t) + T1yi(t). (8)

Make E =

[
0n×ny

E0

]
, where E0 is a nonsingular matrix

and E0 ∈ Rny×ny . Add EC1i

.
x̄i(t) to either side of (8),
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subsequently

K1i

.
x̄i(t) = (A1i − T1C0i) x̄i(t) + B̄iui(t) + H̄1ig1i(t)

+ H̄0iwi(t) + T1yi(t) + EC1i

.
x̄i(t),

where K1i = K0 + EC1i =

[
In 0

E0Ci E0H2i

]
. Let K−

1i =[
In 0

−H−
2iCi H−

2iE
−1
0

]
, where H−

2i is a left inverse matrix of

H2i, and H−
2i H2i = I . Thus, K−

1iK1i = I .
Then the following system is obtained by us:

.
x̄i(t) =A2i x̄i(t) + B̄1iui(t) +H3ig1i(t) +H4iwi(t)

+ T2yi(t) + E2iC1i

.
x̄i(t), (9)

where A2i = K−
1i(A1i − T1C0), B̄1i = K−

1iB̄i, H3i =
K−

1iH̄1i, T2 = K−
1iT1, H4i = K−

1iH̄0i, E2i = K−
1iE.

Combining (7) and (9), we get
.
x̄i(t) =A2i x̄i(t) + B̄1iui(t) +H3ig1i(t) +Hwiwi(t)

+ T2yi(t) + E2iẏi(t), (10)

where w̄i(t) =
[
wT

i (t), ġT1i(t)
]T

, Hwi =[
H4i, 0(n+ng2

)×ng1

]
.

B. Design of the State Observer

Next, an intermediate variable ζi(t) will be chosen to
design the observer to realize the estimation of x̄i(t) and
g1i(t) for each area i. It is defined as [26]:

ζi(t) = g1i(t)−ϖi(x̄i(t)− E2iyi(t)), (11)

where ϖi will be defined in next subsection. From (10), we
can get that

ζ̇i(t) =ġ1i(t)−ϖi[A2i x̄i(t) + B̄1iui(t) +H3ig1i(t)

+ T2yi(t) +Hwiwi(t)]. (12)

From (7), (10), and (12), the region i’s observer is con-
structed as:

.

ẑi(t) =A2iẑi(t) + B̄1iui(t) +H3iĝ1i + (A2iE2i

+ T2yi(t)) + ρ1L1iξ1i(t) + ρ2L2iξ2i(t), (13)

.

ζ̂i(t) = −ϖiH3iζ̂i(t) + ρ1L3iξ1i(t) + ρ2L4iξ2i(t)−
ϖi[A2ix̂i(t) + B̄1iui(t) +H3iϖiẑi + T2yi(t)], (14)

ˆ̄xi(t) = ẑi(t) + E2yi(t), (15)

ĝ1i(t) = ζ̂i(t) +ϖi(ˆ̄xi(t)− E2iyi(t)), (16)

ŷi(t) = C1i ˆ̄xi(t), (17)

where ˆ̄xi(t) is the estimation of x̄i(t). ζ̂i(t), ĝ1i(t), ẑi(t) ∈
Rn+ng2 , ζ̂i(t) ∈ Rng1 and ŷi(t) are also like x̄i(t).
The centralized/distributed output estimation error ξ1i / ξ2i

are defined as yi(t) − ŷi(t) and
N∑
j=1

aij [(yi(t) − ŷi(t)) −

(yj(t) − ŷj(t))], respectively. L1i ∈ R(n+ng2
)×ny , L2i ∈

R(n+ng2
)×ny , L3i ∈ Rng1

×ny , L4i ∈ Rng1
×ny are the pa-

rameter matrices we will design later. The weighted indexes
ρ1 and ρ2 are nonnegative constants and satisfy ρ1+ρ2 = 1
and 0 ≤ ρ1 ≤ 1, 0 ≤ ρ2 ≤ 1.

C. Estimation Error Dynamic Construction

In this article, we refer to [32] and [34] to define ϖi.

ϖi = 3HT
3i. (18)

Make ˜̄xi(t) = x̄i(t) − ˆ̄xi(t). According to (10), (13) and
(15), it can be fonud that

.
˜̄xi(t) =(A2i − ρ1L1iC1i)˜̄xi(t) +H3ig̃1i

+Hwiwi(t)− ρ2L2iξ2i(t), (19)

in the formula g̃1i(t) = g1i(t)− ĝ1i(t).
Let ζ̃i(t) = ζi(t)− ζ̂i(t). From (12) and (14), we have that

.

ζ̃i(t) =
.

ζi(t)−
.

ζ̂i(t)

=ġ1i(t)−ϖiA2i ˜̄xi(t)−ϖiH3ig1i(t)−ϖiHwiw(t)i

+ϖiH3i − ζ̂i(t) +ϖiH3iϖiẑi(t)− ρ1L3iξ1i(t)

− ρ2L4iξ2i(t)

=ġ1i(t)−ϖiA2i ˜̄xi(t)−ϖiHwiwi(t)− ρ1L3iξ1i(t)

− ρ2L4iξ2i(t)−ϖiH3i[g1i(t)− ζ̂i(t)−ϖiẑi(t)].

From (11) and (15), it can be seen g1i(t) = ζi(t) +
ϖi(x̄i(t)−E2yi(t)) and ẑi(t) = ˆ̄zi(t)−E2yi(t), plug them

into
.

ζ̃i(t), we get
.

ζ̃i(t) =ġ1i(t)−ϖiA2i ˜̄xi(t)−ϖiHwiwi(t)− ρ1L3iξ1i(t)

− ρ2L4iξ2i(t)−ϖiH3i[ζ̃i(t) +ϖi ˜̄xi(t)]

=ġ1i(t)− (ϖiA2i +ϖiH3iϖi)˜̄xi(t)−ϖiHwiwi(t)

− ρ1L3iξ1i(t)− ρ2L4iξ2i(t)−ϖiH3iζ̃i(t).

From (7) and (17), ξ1i(t) = C1i ˜̄xi, merging (18) and ξ2i(t),
it can be seen that

.

ζ̃i(t) =− 3HT
3iH3iζ̃i(t) +Dwiwi(t)− ρ2L4iξ2i(t)

− (3HT
3i(A2i + 3H3iH

T
3i) + ρ1L3iC1i)˜̄xi(t), (20)

where Jwi = −3HT
3iHwi + [0ng1×nw Ing1 ] and w̄i(t) =

[wT
i (t) ġ

T
1i(t)]. From (11), (16), and (18), we have that

g̃1i = ζ̃i +ϖi ˜̄xi = ζ̃i + 3HT
3i
˜̄xi.

Thus, (19) can be rewritten as
.
˜̄xi(t) =(A2 + 3H3iH

T
3i − ρ1L1C1)˜̄xi(t) +H3iζ̃i

+Hwwi(t)− ρ2L2ξ2i(t), (21)

Let ei(t) = [˜̄x
T
i (t), ζ̃

T
i (t)]

T , merge (20) and (21), subse-
quently the dynamics can be obtained as:

ėi(t) =(A3i − ρ1L̄1iC3i)ei(t) + H̄wiwi(t)− ρ2L̄2iξ2i(t),
(22)

where

A3i =

[
A2i + 3H3iH

T
3i H3i

−3HT
3i(A2i + 3H3iH

T
3i) −3HT

3iH3i

]
,

L̄1i =

[
L1i

L3i

]
, L̄2i =

[
L2i

L4i

]
,

C3i =
[
C1i 0ny×ng1

]
, H̄wi =

[
Hwi

Jwi

]
.

In (22), we have

A3i − ρ1L̄1iC3i =[
A2i + 3H3iH

T
3i − ρ1L1iC1i H3i

−3HT
3i(A2i + 3H3iH

T
3i)− ρ1L3iC1i −3HT

3iH3i

]
.
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It can be found that the (2, 2) element of the matrix
A3i − ρ1L̄1iC3i is −ϖiH3i. Note that H3i = K−

1iH̄1i

=
[

H1i

−H−
2iCiH1i

]
. From (18), the parameter ϖi is selected as

ϖi = 3HT
3i. Thus, we have that −ϖiH3i = −3HT

3iH3i < 0,
which can ensure that all eigenvalues of A3i− ρ1L̄1iC3i are
with negative real part. Therefore, the global error dynamic
can be obtained as:

ė(t) =IN ⊗ (A3i − ρ1L̄1iC3i)e(t)

− L⊗ (ρ2L̄2iC3i)e(t) + IN ⊗ H̄wiw(t), (23)

in the formula

e(t) =[eT1 (t), e
T
2 (t), ..., e

T
N (t)]T ,

w(t) =[wT
1 (t), w

T
2 (t), ..., w

T
N (t)]T .

D. Robustness Analysis

Theorem 1. For given constants ρ1, ρ2, and γ, ė(t) is asymp-
totically stable under the H∞ index γ. If there is a symmetric
positive definite matrix P ∈ R(n+ng2

+ng1
)×(n+ng2

+ng1
),

matrix Q ∈ R(n+ng2
+ng1

)×ny , positive constants κ, make
the LMI inequality established:

[
Φ̄i − (λminρ2κC

T
3iC3i) PiH̄wi

∗ −γ2I

]
< 0, (24)

in the formula, λmin is the smallest eigenvalue of all eigen-
values of LT + L, Φ̄i = (PiA3i − ρ1Q1iC3i) + (PiA3i −
ρ1Q1iC3i)

T + I , L̄1i = P−1
i Qi, L̄2i = κP−1

i CT
3i

Proof: The Lyapunov function is selected to be of the
this form:

V = eT (t)(IN ⊗ Pi)e(t).

When w(t) = 0, along (23), the differential of V (t) is

V̇ =eT (t)[IN ⊗ (PiA3i − ρ1Q1iC3i)

+ IN ⊗ (PiA3i − ρ1Q1iC3i)
T ]e(t)

− eT (t)[(LT + L)⊗ (ρ2κC
T
3iC3i)]e(t),

where Q1i = PiL̄1i, L̄2i = κP−1
i CT

3i.
Make Φi = (PiA3i − ρ1Q1iC3i) + (PiA3i − ρ1Q1iC3i)

T .
Obviously, if

IN ⊗ Φi − (LT + L)⊗ (ρ2κC
T
3iC3i) < 0, (25)

then V̇ (t) < 0, which means ė(t) is stable when w(t) = 0.
Because there is a symmetric matrix LT + L, Schur

factorization theory assumes that a matrix M satisfies:

MT (LT + L)M = Λ, (26)

in the formula Λ is the diagonal matrix of ith eigenvalues of
LT + L, and MTM = I .

To the left of formula (25) multiplied by MT ⊗ I , and on
the right side of formula (25) multiplied by M ⊗ I .

The inequality is transformed by:

IN ⊗ Φi − Λ⊗ (ρ2κC
T
3iC3i) < 0. (27)

Because of the properties of diagonal matrices, so that
(27) holds only if when i = 1, 2, · · · , N , then there are
inequalities:

Φi − λiρ2κC
T
3iC3i < 0. (28)

Note that ρ2 ≥ 0 and κ > 0, we have that ρ2κCT
3iC3i ≥ 0.

Obviously

Φi − λiρ2κC
T
3iC3i ≤ Φi − λminρ2κC

T
3iC3i. (29)

So, if the LMI holds:

Φi − λminρ2κC
T
3iC3i < 0, (30)

it can be found that LMI (28) is satisfied.
If (24) is feasible, we have that V̇ (t) < 0. So, if (24) is

possible, (23) is asymptotically stable when w(t) = 0. Next,
make us to consider when w(t) ̸= 0. The V (t)’s differential
along (23) is

V̇ (t) =eT (t)[IN ⊗ (PiA3i − ρ1Q1iC3i)

+ IN ⊗ (PiA3i − ρ1Q1iC3i)
T ]e(t)

− eT (t)[(LT + L)⊗ (ρ2κC
T
3iC3i)]e(t)

+ 2eT (t)(IN ⊗ (PiB̄wi))w(t).

It’s like when w(t) = 0, take (25) and put it into (31), so

V̇ (t) ≤eT (t)[IN ⊗ Φi − (LT + L)⊗ (ρ2κC
T
3iC3i)]e(t)

+ 2eT (t)(IN ⊗ (PiH̄wi))w(t). (31)

Let

J (t) = V̇ (t) + eT (t)e(t)− γ2wT (t)w(t). (32)

Merge (31) and (32), it becomes that

J (t) ≤
[
e(t)
w(t)

]T [
L̃ IN ⊗ PiH̄wi

∗ −γ2IN ⊗ Inw+ng1

] [
e(t)
w(t)

]
, (33)

where L̃ = IN ⊗ Φ̄i − (LT + L)⊗ (ρ2κC
T
3iC3i), here Φ̄i =

Φi + I . If this inequality holds:[
L̃ IN ⊗ PiH̄wi

∗ −γ2IN ⊗ Inw+ng1

]
< 0, (34)

so J (t) < 0. Base on the zero initial condition, we have:

V (t) +

∫ t

0

[eT (s)e(s)− γ2wT (s)w(s)]ds < 0. (35)

Since V (t) = eT (t)(IN ⊗ Pi)e(t) and Pi are positive
definite matrixs, (35) means∫ t

0

[eT (s)e(s)]ds <

∫ t

0

[γ2wT (s)w(s)]ds. (36)

In short, if (34) can derive (36). Premultiplying[
MT ⊗ In+nfa+nfs

0
0 MT ⊗ Inw+nfa

]
and postmultiplying[

M ⊗ In+nfa+nfs
0

0 M ⊗ Inw+nfa

]
in (34), we have[

IN ⊗ Φ̄i − Λ(ρ2κC
T
3iC3i) IN ⊗ (PiB̄wi)

0 −γ2IN ⊗ Inw+nfa

]
< 0.

(37)

Thus, (37) holds only if when i = 1, 2, · · · , N ,[
Φ̄i − (λminρ2κC

T
3iC3i) PiH̄wi

∗ −γ2I

]
< 0. (38)

Similar to the case when w(t) = 0, if (24) is reasonable,
it can be found that (38) holds, which means (36) is tenable,
and ė(t) is asymptotically stable with the H∞ performance
index γ.

The stability of the system is proved.
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IV. SIMULATION EXAMPLE

In this section, through an example of simulation verify
the production of the proposed method.

Consider a three-area IPS. Its system topological graph
is shown in Fig. 2. The numerical selection of model pa-
rameters [31] is shown in Table II, where the coefficient
of contact line is, T12 = 0.2(pu)/Hz, T13 = 0.25(pu)/Hz,
T23 = 0.12(pu)/Hz.

LFC LFC

LFC

Load2Load1

Load3

Area 1 Area 2

Area 3

Fig. 2: Three-area interconnected power systems
topological graph.

TABLE II: Simulation parameters of power system.

Parameters Setting Area1 Area2 Area3
D 0.015 0.016 0.015
M 0.1667 0.2017 0.1247
R 3.00 2.73 2.82
β 0.3483 0.3827 0.3692
Tg 0.08 0.06 0.07
Ti 0.40 0.44 0.30
ρ1 0.2 0.2 0.2
ρ2 0.8 0.8 0.8

The topological correlation matrix is as follows:

A =

0 1 1
1 0 1
1 1 0

 ,L =

 1 −1 −1
−1 1 −1
−1 −1 1

 . (39)

The malfunction coefficient matrices are selected as:
H1i = [1, 1, 1, 1]T , H2i = [1,−2, 1]T , and assume that area 1
and area 2 have actuator malfunctions, area 2 and area 3 have
sensor malfunctions. The effect of the simulation is shown
in Fig. 3-8. It can be found that the observer can estimate
all malfunctions simultaneously with relative accuracy.

V. CONCLUSIONS

In this paper, the state-space model of the control unit
of the three-area IPS is developed , and an intermediate
observer for state and malfunction estimation in a multi-
agent network is designed. Collects adjacent signals to help
estimate malfunction signals by increasing communication
between multiple areas Also, output feedback is introduced
to enhance the estimation accuracy of centralized and dis-
tributed estimation malfunctions. Based on the performance
of H∞, the robustness of the proposed method is improved
by solving the gain matrix of the observer and transforming
the problem of solving the gain matrix into a solvable
problem of LMI. Finally, the effectiveness of the proposed

0

0

10

1

-1

Fig. 3: Actuator malfunction in area 1, and the estimations
of it.

0

0

10

1

-1

0.1

0

-0.1

-0.2

0 10

Fig. 4: Sensor malfunction in area 1, and the estimations of
it.

method is verified by simulation experiments. In the future,
active malfunction-tolerant control of MAS will be further
investigated.
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