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Abstract—Facial expression recognition, as an important

research direction in computer vision, has a wide range of
applications in human-computer interaction, intelligent
monitoring, and mental health assessment. This study proposes
a facial expression recognition architecture based on improved
YOLOv8, aiming to solve the problem of expression recognition
in natural scenes and laboratory environments. In this study,
two key improvements are made to the original YOLOv8 model:
first, the dynamic convolution module is used instead of the
traditional convolution to enhance the model's ability to extract
expression features at different scales; second, the global
attention mechanism (GAM) is integrated after the C2F module
to strengthen the model's ability to model the global semantic
information of facial expressions. Comprehensive experimental
validation based on three standard datasets, CK+, FER2013,
and RAF-DB, shows that the improved model achieves
significant performance enhancement in multi-scene and
multi-category expression recognition tasks, and the
experimental results confirm the effectiveness and practical
value of the proposed method in the field of expression
recognition.

Index Terms—facial expression recognition, YOLOv8,
dynamic convolution, GAM attention mechanism

I. INTRODUCTION
ACE facial expression recognition is a classical problem
in the field of computer vision, aiming at predicting basic

facial expressions from face images [1]. According to
Ekman's research, facial expressions carry 55% of human
emotional information [2]. Facial expression recognition, as
an important research direction in computer vision, has a
wide range of applications in human-computer interaction,
distance learning, intelligent monitoring, mental health
assessment, virtual reality, and intelligent driving. It is also
widely used in more challenging fields[3], such as
neuroscience research, social safety and security, and
healthcare [4]. Traditional facial expression recognition
methods mainly rely on hand-designed feature extraction,
such as Gabor Filter, Local Binary Pattern (LBP), etc. [5],
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and feature extraction usually includes the analysis of color,
texture, shape, and other information of the face image. With
the development of machine learning technology, facial
expression recognition (FER) gradually shifted from manual
feature extraction to automatic feature learning [6]. The core
of this stage is to use machine learning algorithms to
automatically learn feature representations from data to
improve the recognition performance, such as Support
Vector Machines (SVMs) [7], but their generalization ability
in complex scenes is limited. In recent years, advances in
artificial intelligence, particularly breakthroughs in deep
learning, have driven significant progress in FER, making
deep learning-based algorithms a key research focus in
academia and industry [8]. Deep learning models such as
Convolutional Neural Network (CNN) [9], Recurrent Neural
Network (RNN), Generative Adversarial Network (GAN),
and attention mechanisms can automatically learn multi-level
feature representations [10], which significantly improve the
accuracy and robustness of facial expression recognition.
Researchers worldwide have made significant progress in

deep learning-based facial expression recognition. Yang Liu
et al. proposed a semantic graph-based two-stream network
to model semantic relationships between key appearance and
geometric changes [11]; Qing Zhu et al. designed a CNN to
achieve few-shot recognition by leveraging feature similarity
[12]; Hong-Qi Feng et al. combined salient feature filtering
with the Vision Transformer (ViT) for feature extraction via
light normalization and a CNN [13], these methods
performed well in still image expression classification.
Although deep learning improves the performance of
expression recognition, illumination variations, pose
diversity, occlusion, and individual differences still pose
challenges. In this context, the You Only Look Once (YOLO)
model effectively improves the robustness and real-time
performance of expression recognition in real-world
scenarios such as complex illumination and pose changes by
its multi-scale feature extraction and end-to-end joint
optimization, providing a new technical path for expression
recognition research. The FER-YOLO model proposed by
Hui Ma et al. integrated the SE module to enhance feature
extraction and performed well on the RAF-DB dataset [14],
while Tejaswi et al. realized an efficient real-time expression
classification system based on the YOLO framework, which
further validated the potential of this technique in the field of
expression recognition [15]. The study improved the
YOLOv8 model by using dynamic convolution to enhance
the multi-scale feature adaptation ability and added the
Global Attention Mechanism (GAM) after the CSP
Bottleneck with 2 Convolutions (C2F) module to capture the
global contextual information to improve expression
recognition performance.

Research on Expression Recognition Algorithm
Based on Deep Learning

Ziyue Wang, Hang Yin*, Honghe Xie, Jiaqi Gu

F

Engineering Letters

Volume 33, Issue 10, October 2025, Pages 3916-3925

 
______________________________________________________________________________________ 



II. RELATEDWORK

A. Traditional Facial Expression Recognition
Traditional expression recognition methods, which relied

heavily on hand-designed feature extraction techniques, were
an early paradigm for expression analysis research in
computer vision. Their core idea was to achieve expression
classification through the extraction of geometric, textural,
and motion facial features. This research lineage began with
the Facial Action Coding System (FACS) proposed by
Ekman and Friesen in 1978, which established a
comprehensive framework by decomposing expressions into
Action Units (AUs) [2]. Based on this theoretical foundation,
researchers developed three major categories of feature
extraction methods: in terms of geometric features, the AFA
system developed by Ichika Tada was representative of the
system, which improved the recognition accuracy by
analyzing permanent and transient facial features [16], while
the subsequent development of Active Shape Modeling
(ASM) and Active Appearance Modeling (AAM) further
combined shape and textural characteristics [17]. In texture
feature extraction, researchers developed a series of effective
algorithms: the Gabor filter proposed by Daugman in 1988
pioneered multi-scale texture analysis [18], followed by the
Local Binary Pattern (LBP) proposed by Ahonen et al. in
2006 which further improved the characterization of texture
features by encoding local grayscale changes [19]. This
temporal evolution demonstrated the developmental
trajectory of texture feature extraction techniques,
progressing from global analysis to local characterization.
Although these traditional methods laid the foundation for
FER research, their inherent limitations - including laborious
manual feature engineering, sensitivity to illumination
variations and pose changes, and poor generalization
capability - ultimately led researchers to adopt more robust
deep learning approaches.

B. Machine Learning for Facial Expression Recognition
Expression recognition research underwent a significant

paradigm shift from traditional to machine learning
approaches, where Support Vector Machine (SVM) and
Principal Component Analysis (PCA) served as foundational
techniques. Studies have shown that SVM demonstrates
superior performance in expression recognition, particularly
in small-sample scenarios: Hong-Xu Cai et al. validated
SVM's exceptional classification capability using the Facial
Expression Recognition System (FERS) integrating multiple
features: Angular Radial Transform (ART), Discrete Cosine
Transform (DCT), and supplementary descriptors [20]; and
Li-Yuan Chen et al. further revealed the SVM was adaptive
feature selection law, and found that shape features were
outstanding in non-human related scenarios, while radial
basis function SVM was more advantageous in
human-related scenarios [21]. PCA offered a novel technical
approach for facial expression recognition via efficient
dimensionality reduction. Arora et al. developed the
AutoFER system by integrating PCA with Particle Swarm
Optimization (PSO), which achieved remarkable accuracy
[22]; and the hybrid PCA-MLP model proposed by Rani et al.
optimized the feature extraction through the process to
improve the accuracy of children's emotion recognition to a

breakthrough level. These machine learning methods not
only established new performance benchmarks for
expression recognition but more significantly laid a rigorous
theoretical foundation and comprehensive methodological
framework for subsequent deep learning techniques through
approaches like feature optimization and dimensionality
reduction.

C. Deep Learning for Facial Expression Recognition
The rise of deep learning revolutionized the field of

expression recognition by achieving automatic expression
classification through end-to-end learning. This breakthrough
overcame traditional feature engineering limitations,
significantly improved recognition accuracy and
generalization capability, and demonstrated excellent
performance in complex scenarios [23]. Under the deep
learning framework, Convolutional Neural Networks (CNN)
automatically extract expression features through their
convolution-pooling hierarchical structure for efficient
classification. Dhvanil Bhagat et al. combined Deep
Convolutional Neural Networks (DCNN) with VGG-based
pre-trained models to achieve high accuracy on the FER2013
dataset [24], while the CNN system developed by Mangshor
et al. achieved real-time recognition of six basic expressions
[25]. These studies have shown the advantages of CNNs in
expression recognition, though datasets still need
optimization to improve generalization capability.
Meanwhile, Transformers have demonstrated remarkable
potential in expression recognition through their
self-attention mechanism. Yan-De Li et al. proposed the
FER-former model, innovatively integrating a hybrid
CNN-Transformer architecture with multimodal supervision
by first designing a heterogeneous domain-guided
supervision module to enhance the image features, and then
developing a dedicated Transformer encoder to handle
multimodal markers, which showed superb capability on
multiple benchmark datasets [26]. In addition to advances in
model architectures, the application of Data Augmentation
[27] and Transfer Learning [28] techniques has further
enhanced the generalization capability of deep learning
models. Notwithstanding these advances, challenges persist
regarding data dependence, interpretability limitations, and
substantial computational requirements. Looking ahead,
progress in self-supervised learning, multimodal fusion, and
lightweight model design promises further breakthroughs in
facial expression recognition.

III. METHOD

This section details the architecture of enhanced YOLOv8
network [29], systematically presenting its constituent
modules and their topological dependencies. We introduce
two key architectural innovations to baseline YOLOv8:
replacement of conventional convolutions with dynamic
convolution modules; and integration of GAM after each
C2F module. The subsequent sections will comprehensively
detail the implementation methodologies of these
enhancements, including their computational advantages and
performance implications in facial expression recognition
tasks.

Engineering Letters

Volume 33, Issue 10, October 2025, Pages 3916-3925

 
______________________________________________________________________________________ 



Fig. 1. Overall model diagram. The overall model diagram is divided into two main parts, the detection network and the classification network, and the
classification network is further divided into three parts: input, backbone, and head.

A. Overall Model Structure
YOLOv8 as the latest target detection algorithm, has a

classification module that achieves target classification
through convolution layers (Convolution + Batch
Normalization + Sigmoid Linear Unit) and global average
pooling [30]. To further improve the performance of the
model, this study makes two improvements to the
classification module of YOLOv8: the first improvement is
to optimize the convolution module of the YOLOv8
classification model, choosing to replace all of the original
convolution modules with the Dynamic Convolutional
Module [31], to enhance the model's adaptability to diverse
expression features; The second improvement is to introduce
the GAM [32] after each C2F module further to strengthen
the model's focus on key expression regions. The general
architecture of the improved YOLOv8 network model is
shown in Fig. 1.

B. Dynamic Convolution
In this study, Dynamic Convolution is chosen to replace

the ordinary convolution in the original model of YOLOv8,
mainly based on its significant advantages in feature
extraction capability and adaptability. Dynamic Convolution
is adopted to replace conventional convolution in YOLOv8,
primarily due to its enhanced feature extraction capability.
The fundamental principle involves input-dependent
generation of convolution kernel parameters, allowing
adaptive adjustment of the feature extraction process [33].
This adaptive mechanism enables the network to capture the
local features of the input data more flexibly and improve
the expressive ability of the model. Dynamic convolution
demonstrates superior generalization capability compared to

traditional convolution, exhibiting enhanced adaptability to
challenging scenarios including varying illumination
conditions, pose variations, and individual differences,
while preserving computational efficiency.
The introduction of dynamic convolution significantly

improves the classification performance of the expression
recognition task and provides a more robust feature
extraction mechanism for the model. The dynamic
convolution structure is shown in Fig. 2. Where data flow
represents the flow path of the input feature map in the
model, and model parameter flow represents the generation
and update process of the dynamic convolution kernel.
In the traditional convolution operation, the convolution

kernel is fixed, and its mathematical expression (1) shows

(1)

Where W is a fixed convolution kernel, is the input
feature map, is the bias term, and is the output feature
map. While in dynamic convolution, the convolution kernel

is no longer fixed, but is dynamically generated based on
the input data . Its mathematical expression (2) can be
expressed as

(2)

Where is a dynamic convolution kernel generated
from the input , denotes a convolution operation, and is
a nonlinear activation function. According to the above
structure diagram, the workflow of dynamic convolution can
be described as follows:
1) Input Feature Map Processing: the dynamic
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convolution process begins when the input feature map
is fed into the attention mechanism module. This

module analyzes the spatial and channel information in
the feature map to determine which regions require
more focus during subsequent processing.

2) Attention Mechanism Operation: the attention
mechanism first computes attention weights based on
the input feature map . These weights represent the
relative importance of different regions in the feature
map. The computed weights are then multiplied with
the original feature map, producing a weighted feature
map where more significant regions are enhanced while
less important ones are suppressed.

3) Dynamic Kernel Generation: the weighted feature map
serves as input to the dynamic convolution kernel
generation function Π(x). This function is implemented
as a multi-layer network containing weight matrices W₁
through Wₙ, which progressively transform the input to
generate intermediate outputs Π ₁ through Π ₙ . These
outputs are combined to produce the final dynamic
convolution kernel that is specifically adapted to the
input's characteristics.

4) Convolution and Output Generation: the generated
dynamic kernel performs a convolution operation with
the original input feature map . This adaptive
convolution process captures the most relevant features
from the input. The convolution output then undergoes
final processing steps such as activation or
normalization to produce the output feature map ready
for subsequent network layers.

Dynamic convolution accomplishes input-adaptive
feature optimization through the aforementioned four-stage
cascaded processing.

C. Global Attention Mechanism
In the YOLOv8 classification class module, the C2F

module effectively extracts multi-level features through the
cross-stage partial fusion mechanism, but it has some
limitations in capturing global contextual information. To
solve such problems, this study introduces the GAM
attention mechanism after the C2F module to further
improve the classification performance of the expression
recognition task. GAM attention mechanism is a technique
used to improve the feature representation capability of deep
learning models. GAM is a technique used to enhance the
feature representation capability of deep learning models,
the core idea of which is to enable the model to pay more
attention to the important regions in the input data by
modeling channel attention and spatial attention
simultaneously, to improve the efficiency and accuracy of
feature extraction. The structure of GAM is shown in Fig. 3.

The GAM attention mechanism consists of two main
modules, namely the channel attention module and the
spatial attention module. These two modules weigh the
feature map from the channel dimension and the spatial
dimension, respectively, thus improving the characterization
of important features. Here, the main work of channel
attention is to assign different weights to each channel to
improve the feature representation of important channels.
The core idea is to obtain the global information of each

channel through Global Average Pooling (GAP), and then
generate the channel weights through the fully connected
layer, which can reflect the importance of each channel in
the task. The structure diagram of channel attention is shown
in Fig. 4. The main task of spatial attention is to assign
different weights to different spatial locations of the feature
map to improve the feature representation of important
regions. It captures the spatial context information through
convolution operation and generates a spatial weight map,
where the spatial weight map reflects the importance of each
spatial location in the task. The spatial attention structure
diagram is shown in Fig. 5. By combining channel attention
and spatial attention, GAM can optimize the feature map
from both the channel dimension and the spatial dimension,
thus comprehensively improving the feature representation
capability of the model.
Assume that the input feature map is , where
is the number of channels, and H , and W are the height

and width of the feature map, respectively. The
computational procedure of GAM is as follows.
First, we enter the channel attention module and perform

global average pooling on the input feature map to obtain
the channel descriptor ,as in (3)


 


H W

j
WH X

1i 1j
cc ),i(1z (3)

As in (4), generating channel weights through fully
connected layers

(4)

Where and are the weight matrices of the fully
connected layer, is the activation function, and is the
sigmoid function. Multiplying the channel weights with
the input feature map yields the channel
attention-weighted feature map , as in (5)

(5)
​
As in (6), we enter the spatial attention module and

perform a convolution operation on the channel-attention
weighted feature map to generate the spatial weight map

：

(6)

Where convf is the convolution operation and is the
sigmoid function. Multiply the spatial weight map with
the feature map to get the final feature map , as in (7)

(7)

Through the above steps, GAM can optimize the feature
map from both the channel dimension and the spatial
dimension, thus enhancing the characterization of important
features.
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Fig. 2. Dynamic convolution structure diagram. It demonstrates multiple
parallel convolution branches W1, W2 ... Wn, are dynamically aggregated
into a single convolution by means of attention weights Π ₁ , Π 2 ... Π ₙ
dynamically aggregated into a single convolution W for enhanced feature
extraction.

Fig. 3. GAM Attention Structure Chart. The two main components are
spatial attention and channel attention.

Fig. 4. Channel Attention Structure.

Fig. 5. Spatial Attention Structure.

IV. EXPERIMENTS AND RESULTS
In this study, we propose an improved YOLOv8 model

for facial expression recognition in both natural scenes and
laboratory environments, which demonstrates superior
performance. To verify its effectiveness and generalization
ability, we conducted systematic experimental evaluations
on three generic expression datasets, FER2013, CK+, and
RAF-DB, and compared them with mainstream methods.
The results showed that the improved YOLOv8 model
significantly improved the recognition accuracy and
robustness, and could effectively cope with the challenges of
multi-class expression classification, providing a new
general and practical solution for the field of expression
recognition.

A. Datasets for Benchmarks
The CK+ dataset [34] is a high-quality facial expression

dataset released by Carnegie Mellon University containing
593 video clips from 123 participants covering seven basic

emotions (anger, disgust, fear, happiness, sadness, surprise,
and neutral). Each video records dynamic changes from
neutral to extreme emotions and contains precise labeling of
facial key points. Sample images from the CK+ datasets are
shown in Fig. 6a.
The FER2013 dataset [35] is a publicly available facial

expression recognition datasets, originally provided by
Kaggle, that contains 35,887 48×48 pixel grayscale images
labeled with seven basic emotions (anger, disgust, fear,
happiness, sadness, surprise, and neutrality). Sample images
of the FER2013 dataset are shown in Fig. 6b.
The RAF-DB dataset [36][37] is a publicly available

facial expression recognition datasets containing more than
30,000 facial images labeled with seven basic emotions
(anger, disgust, fear, happiness, sadness, surprise, and
neutral). These images are captured from real-life scenarios
and have a high degree of diversity and naturalness. Sample
images from the RAF-DB dataset are shown in Fig. 6c.
In order to further understand the characteristics of the

three datasets, CK+, FER2013, and RAF-DB, the label
classification of each dataset was statistically analyzed and
the corresponding distribution graphs were drawn. The label
distribution graphs of the CK+ dataset was shown in Fig. 7a,
the label distribution of the FER2013 dataset was shown in
Fig. 7b, and the label distribution of the RAF-DB dataset
was shown in Fig. 7c.

(a) Sample image of the CK+ dataset

(b) Sample image of the FER2013 dataset

(c) Sample image of the RAF-DB dataset
Fig. 6. Examples from the CK+, FER2013, RAF-DB datasets.

B. Data Augmentation
In this study, data enhancement techniques [38] were

applied to the three expression recognition datasets, CK+,
FER2013, and RAF-DB, to improve the generalization
ability and robustness of the models. Specifically, two main
enhancement strategies, random cropping and color jittering
were used. Random Cropping improved the model's ability
to detect local expression features by extracting different
image regions and adjusting their sizes, while Color Jittering
improved the model's stability under different lighting
conditions by adjusting parameters such as brightness and
contrast. The combination of the two enhancement methods
significantly enriched the distribution of the training data
and alleviated the overfitting problem of the model, while
improving the generalization performance of the model in
complex scenes, providing a more reliable database for the
expression recognition task.
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C. Experiment Settings
In this experiment, the model was implemented based on

the Pytorch deep learning framework and utilized an
NVIDIA GeForce RTX 4090 GPU as the computing
platform. The training parameters were configured as
follows: The initial learning rate (lr0) was set to 0.01 to
facilitate rapid convergence during the early training stage.
The total number of training epochs was 50 to ensure
thorough optimization of model parameters. To prevent
overfitting, an early stopping mechanism was introduced,
which automatically terminated training when the validation
performance showed no improvement for several
consecutive epochs. The batch size was set to 16 to balance
computational resources and training efficiency. All input
images were uniformly resized to 64×64 pixels to meet the
model's input requirements while reducing computational
complexity.

(a) Distribution of labels in the CK+ dataset

(b) Distribution of labels in the FER2013 dataset

(c) Distribution of labels in the RAF-DB dataset
Fig. 7. Distribution of labels from the CK+, FER2013, and RAF-DBSFER
datasets. The distribution graph allows us to easily understand the number
of expressions in each category.

D. Analysis
CK+ Dataset Experiments
To comprehensively evaluate the performance of the

improved YOLOv8 model in this study, comparative
experiments with existing mainstream algorithms were
conducted on the CK+ dataset. During the experiments, all
methods used the same training set, validation set division
method, and evaluation metrics to ensure the comparability
and fairness of the experimental results. The experimental
results were shown in Table I, which showed that the
accuracy rate was improved by about 19 percentage points
compared with VGG16; the accuracy rate was improved by
about 6 percentage points compared with ResNet18; and
compared with ShuffleNet, a lightweight network, the
method of this study improved the accuracy rate by about 9
percentage points while ensuring real-time performance.
Compared with the recently proposed PCARNet algorithm
that employed a tapered convolution module and an
improved convolution attention mechanism, this study
effectively solved the performance degradation problem due
to scale changes during expression feature extraction by
introducing a dynamic convolution module, thus achieving a
2.5 percentage point improvement in recognition accuracy;
compared with the method based on improving the inverted
residual structure through the reconfiguration of SandGlass
modules Compared with the method based on improving
MobileNetV2 by reconstructing the inverted residual
structure through the SandGlass module, the GAM attention
mechanism adopted in this study could better capture the key
region information in the expression features, which
significantly improved the model's ability to perceive the
subtle expression changes, and the improved YOLOv8
model achieved a recognition accuracy of 97.9% on the CK+
dataset. This result not only verified the effectiveness of the
proposed improvement strategy but also showed that the
model had strong robustness and generalization ability.

TABLE I
ACCURACY OF DIFFERENT ALGORITHMS ON THE CK+ DATASET

Method Accuracy(%) year
YOLOv8 91.5 ——

VGG16 78.5 ——

ResNet18 91.5 ——

ShuffleNet 88.6 ——

PCARNet [39] 95.4 2024
MobileNetV2+SandGlass [40] 95.9 2023
CNN3 [47] 95.0 2024
CNN [48] 91.4 2024
CNN-GCN+CustomLoss 95.3 2025
MAEL-FER [51] 96.9 2025
DCNN-BiLSTM 97.2 2025
EmoNeXt-S 97.7 2025
Ours 97.9 ——

FER2013 Dataset Experiments
We launched systematic comparison experiments on the

FER2013 public datasets to validate the performance of the
improved YOLOv8 model proposed in this study for
expression recognition in various scenarios. As shown in
Table Ⅱ, compared with the baseline network models such
as VGG16, ResNet18, and ShuffleNet, the method in this
study improved the recognition accuracy by 14.6, 12.3, and
15.9 percentage points, respectively. Compared to the
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method using a pre-trained deep learning architecture fusion
strategy with a combination of AlexNet, ResNet50, and
Inception V3, this study's method achieved a 10 percentage
point improvement in accuracy while keeping the model
lightweight, which demonstrated that the optimal design of a
single network could achieve better performance without
increasing the complexity of the model; compared to the
CNN + Haar Cascade algorithm, the method in this study
achieved a 13.5 percentage point improvement in accuracy
to 83.5% accuracy although the latter enhances the feature
extraction capability by increasing the number of
convolution layers, employing a multi-core ReLU activation
function, and incorporating the Haar cascade model. This
result fully demonstrated that the improvement strategy
proposed in this study achieved a better balance between
feature extraction efficiency and recognition accuracy.

TABLE Ⅱ
ACCURACY OF DIFFERENT ALGORITHMS ON THE FER2013 DATASET

Method Accuracy(%) year
YOLOv8 75.3 ——

VGG16 68.9 ——

ResNet18 71.2 ——

ShuffleNet 67.6 ——

CNN + Haar Cascade [42] 70.0 2022
AlexNet + Inception V3 + ResNet50 [41] 73.5 2024
CLCM [45] 63.0 2024
CNN3 [47] 79.0 2024
HybridizedCNN-LSTM 79.3 2024
EfficientFER [50] 82.4 2025
DLFER 82.1 2025
EmoNeXt-S 74.3 2025
Ours 83.5 ——

RAF-DB Dataset Experiments
To validate the improved YOLOv8 model for expression

recognition in real scenes, we did a series of comparison
experiments on the RAF-DB dataset. From the results in
Table Ⅲ, we could see that the improved method improved
the accuracy by 35.1, 21.9, and 22.1 percentage points
compared to the classical networks, such as VGG16,
ResNet18, and ShuffleNet, respectively, which was
attributed to the dynamic convolution module that enhanced
the extraction of complex expression features and combined
with the GAM attention mechanism to make the model focus
on the key area features more accurately.

Fig. 8. Confusion matrices of the RAF-DB. The diagonal of the matrix
reflects the accuracy of the classification, while the non-diagonal can show
common types of misclassifications.

Compared to the method based on VGG19 and
augmented with MixCut data, our method improved the
accuracy by 2.6 percentage points to 90.4% without
complex data augmentation. In addition, compared to
PROPOSED+ResNet50 as a method, our model also
improved the accuracy by 13.7 percentage points while
keeping it lightweight, which further proved the
effectiveness of our improvement. This showed that our
improvement strategy enhanced the model's ability to
recognize expressions in real scenes. To further evaluate the
performance of the improved model, we used the tool
Confusion Matrix. The confusion matrix visualized how
well the model categorized the various expression categories,
helping to identify which categories the model performed
well on and where it might have been confused. Fig. 8
showed the confusion matrix for the RAF-DB dataset.
The confusion matrix plot showed the performance of the

model in various emoji classification tasks, where each row
corresponds to the true label, each column corresponds to
the predicted label, and the values in the matrix indicated the
probability that the model predicted a true label to be in a
certain category. Combined with the confusion matrix as a
whole, it seemed that the model showed high classification
accuracy in most of the emoji categories.
In particular, the model performed well in the categories

of Fear and Happy, achieving 0.96 and 0.93 prediction
probabilities, respectively. In addition, the model performed
well in the categories of Angry, Disgust, Neutral, the
predicted probabilities for the categories of "angry",
"disgust", "neutral", "sad" and "surprise" were 0.81, 0.88,
0.88, 0.91 and 0.90, respectively, which indicated that the
model had good classification ability in these categories as
well. However, the model had a 15% probability of
misclassifying "anger" as "surprise", which indicated that
"surprise" and "anger" might be different in the feature space.
This indicated that "surprise" and "anger" might have high
similarity in the feature space, which led to some difficulties
for the model in distinguishing these two categories. This
confounding phenomenon was consistent with the actual
situation of human emotion expression, because "surprise"
and "anger" might have similar facial expressions or
behavioral features in some contexts, which also proved the
validity of the model.

TABLE Ⅲ
ACCURACY OF DIFFERENT ALGORITHMS ON THE RAF-DB DATASET

Method Accuracy(%) year
YOLOv8 82.9 ——

VGG16 55.3 ——

ResNet18 68.5 ——

ShuffleNet 68.3 ——

PROPOSED+ResNet50 [43] 76.7 2023
VGG19+MixCut [44] 87.8 2024
CLCM [45] 84.0 2024
ECA [46] 89.9 2024
WCA 81.7 2025
ShuffleNet-V2+ResNet-50 [49] 89.7 2025
FER-MOTION 90.3 2025
Ours 90.4 ——

Cross Datasets Evaluation
To comprehensively evaluate the performance of the

proposed method, this study conducted systematic
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experiments on three representative expression recognition
datasets, namely, CK+, FER2013, and RAF-DB. The CK+
dataset, as high-quality, small-scale datasets collected in a
laboratory environment, could validate the upper bound of
the model's performance under ideal conditions; the
FER2013 dataset, which contained a large number of
expression images under real scenes, could evaluate the
performance of the model in real applications; while the
RAF-DB dataset provided a rigorous testing environment
for the robustness of the model with its rich expression
categories and complex background variations. Table Ⅳ
showed the performance comparison of the cross datasets,
and from the experimental results, it could be seen that the
improved YOLOv8 model in this study showed significant
advantages on all three datasets: on the CK+ dataset, the
accuracy rate reached 97.9%; on the FER2013 dataset, the
accuracy rate was 83.5%; on the RAF-DB dataset, the
accuracy rate was 90.4%. This series of experimental results
fully proved that the improvement strategy proposed in this
study could effectively improve the expression recognition
ability of the model in different scenarios, and had strong
generalization and robustness.

TABLE Ⅳ
PERFORMANCE COMPARISON OF CROSS DATASETS

Method CK+ FER2013 RAF-DB
YOLOv8 91.5% 75.3% 82.9%
VGG16 78.5% 68.9% 55.3%
ResNet18 91.5% 71.2% 68.5%
ShuffleNet 88.6% 67.6% 68.3%
PROPOSED+ResNet50 [43] 89.5% 73.4% 76.7%
PCARNet [39] 95.4% 73.7% 87.5%
Ours 97.9% 83.5% 90.4%

TABLE Ⅴ
ABLATION EXPERIMENTS ON THE CK+, FER2013, RAF-DB DATASET

Experimental Group CK+ FER2013 RAF-DB
YOLOv8 91.5% 75.3% 82.9%
YOLOv8+DyConv 92.4% 78.2% 86.3%
YOLOv8+GAM 95.3% 81.9% 87.2%
Ours 97.9% 83.5% 90.4%

Ablation Experiment
To verify the contribution of the innovations proposed in

this study to the model performance, we designed an
ablation experiment to quantitatively analyze the impact of
each innovation on the final results by gradually removing or
replacing key modules. Table Ⅴ showed the data of the
ablation experiment for the three datasets of CK+, FER2013,
and RAF-DB. It could be seen that when only the
convolution module in YOLOv8 was replaced with the
dynamic convolution, the classification accuracy of the three
datasets of CK+, FER2013, and RAF-DB were improved by
0.9, 2.9, and 3.4, respectively, compared to the original
model, which verified that the dynamic convolution could
improve classification accuracy by self-adaptively adjusting
the convolution kernel weights. This verified that dynamic
convolution could significantly improve the expression
recognition model's ability to capture complex and subtle
expression features and generalization performance by
adaptively adjusting the weights of convolution kernels.
When the GAM attention mechanism was introduced into
the YOLOv8 model, the classification accuracy of the CK+,
FER2013, and RAF-DB dataset were improved by 3.8, 6.6,
and 4.3, respectively, compared with the original model,

which proved that the GAM enhanced the expression
recognition model's attention to the key features and
classification accuracy by enhancing the capability of
capturing the global contextual information. When both the
dynamic convolution module and the GAM were invoked,
the model achieved optimal performance, which indicated
that the dynamic convolution module and the GAM were
complementary.

V. CONCLUSION
In this study, we propose a facial expression recognition

architecture based on improved YOLOv8, which
significantly improves the model's expression recognition
performance in natural scenes and laboratory environments
by introducing a dynamic convolution module and GAM
(Global Attention Mechanism). The dynamic convolution
module enhances the model's ability to adapt to multi-scale
expression features, while the GAM effectively captures the
global contextual information of facial expressions. Through
systematic experimental evaluations on three widely used
benchmark datasets for expression recognition, namely CK+,
FER2013, and RAF-DB, the improved YOLOv8 model
performs well in the expression recognition task, with a
significant increase in recognition accuracy. The
experimental results show that the proposed method
achieves 97.9% accuracy on the CK+ dataset, 83.5% on the
FER2013 dataset, and 90.4% on the RAF-DB dataset, which
are all better than the existing mainstream methods. These
results validate the effectiveness of the proposed
improvement strategy and show that the model has strong
robustness and generalization ability, and can effectively
deal with the challenges of multi-category expression
classification in different scenarios. The research in this
study provides a new solution in the field of expression
recognition with a wide range of applications.
In future research, we plan to further explore the

fine-grained feature information of facial expressions and
work on optimizing the model structure to reduce its
complexity. Specifically, we will try to design a new
network architecture that focuses on improving the ability to
recognize subtle expressions, thus achieving higher
classification accuracy in complex scenes.
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