
 

  

Abstract—Road defect detection is an important task for 

road repair. Aiming at the problems of current road defect 

detection algorithms, such as large occupied space, low 

precision and complicated calculation, this paper introduces a 

lightweight algorithm for detecting road defects, improved by 

YOLOv10n. Firstly, In the backbone, we propose to replace C2f 

module with DERC2f module. The DERC2f module uses 

residual connection and  Efficient Local Attention mechanism 

(ELA)to retain more original input information and accurately 

obtain the location information of defect features,enhance the 

feature extraction ability of the model. Secondly, the depthwise 

separable convolution is introduced, and the size of the 

convolution kernel is re-optimized, which lightens the detection 

head part and improves the detection efficiency of the model. 

Finally, SIoU and Slide Loss were introduced to replace the loss 

functions, which accelerated the convergence of the model, 

assigned higher weights to difficult samples, and further 

improved the accuracy. The experimental results show that in 

the dataset RDD2022, compared with the YOLOv10n model, 

the improved model has a 2.5% increase in mAP50, a 30% and 

37.8% reduction in Params  and FLOPs, respectively, which 

realize the lightweight of the model and the accurate detection 

of road defects.  

 
Index Terms—road defect detection, YOLOv10n, lightweight, 

attention mechanism 

 

I. INTRODUCTION 

N recent years, road defect issues are increasingly drawing 

public attention. Road defects, including cracks and 

potholes, if not detected and repaired in their early stages, can 

evolve into more severe pavement damage. This not only 

affects traffic efficiency but also poses certain safety hazards. 

Traditional road defect detection methods are and costly 

 
Manuscript received December 7, 2024; revised March 9, 2025.  

This work was supported by the Educational science research project of 

Liaoning Province of China (LJ2020023). 

Kaihui Zhang is a Postgraduate of School of Computer Science and 

Technology, Shenyang University of Chemical Technology, Shenyang, 

110142, China.  (e-mail: 1831260001@qq.com). 

Yanze Wu is a Postgraduate of School of Computer Science and 

Technology, Shenyang University of Chemical Technology, Shenyang, 

110142, China.  (e-mail: 2998670393@qq.com). 

Nan Li is a Postgraduate of School of Computer Science and Technology, 

Shenyang University of Chemical Technology, Shenyang, 110142, China.  

(e-mail: 1160980927@qq.com). 

Xiaoyu Guo is a Postgraduate of School of Computer Science and 

Technology, Shenyang University of Chemical Technology, Shenyang, 

110142, China.  (e-mail: 2540961152@qq.com). 

Ran Cheng is a Postgraduate of School of Computer Science and 

Technology, Shenyang University of Chemical Technology, Shenyang, 

110142, China.  (e-mail: 2117534224@qq.com). 

Lijun Zhu is a Professor of School of Computer Science and Technology, 

Shenyang University of Chemical Technology, Shenyang, 110142, China. 

(Corresponding author to provide phone: +86-159-9818-3125; e-mail: 

zhulijun@yeah.net). 

time-consuming, and Small initial defects are difficult to 

detect. These methods are prone to being influenced by the 

subjective experience and judgment of inspectors, which in 

turn affects the inspection results. High-frequency manual 

inspections are also difficult to apply to current traffic 

volumes. With the advancement of technology and to 

accelerate the construction of smart cities, achieving efficient 

and accurate detection of road defects has become an urgent 

task to solve. 

Traditional detection methods depend on manually 

extracting defect features, which makes it challenging to use 

a single model to identify multiple types of defects in 

complex and variable road environments, lacking practicality. 

Since the beginning of the 21st century, many countries have 

deployed vehicles for detecting road defects that can inspect 

road conditions without disrupting traffic. Additionally, 

Roadware Company has developed road damage detection 

vehicles suitable for nighttime operations. Due to the high 

application costs of road measurement vehicles, which can be 

as expensive as $500,000[1], they are currently not suitable 

for mass deployment.  

Due to the inability of traditional detection algorithms to 

meet current needs, the widespread use of deep learning for 

road defect detection is driven by advances in deep learning 

technology, achieving remarkable results. C.  Sun[2] et al. 

improved the Faster R-CNN by integrating it with the feature 

extraction layer of VGG16. L. Peng[3] et al. optimized the 

parameters of U-net to achieve its optimal structure on the 

Crack500 dataset. Although these methods offer higher 

detection accuracy, their computational demands are 

relatively high, leading to slower detection speeds. C.  Wu[4] 

et al. optimized the YOLOv5 model, aiming to maintain its 

high performance while reducing computational 

requirements, which enhances its suitability for mobile 

devices operating under resource constraints. J. Zhao[5] et al. 

used GhostNet to improve YOLOv5 for lightweighting. Y. 

Jia[6] et al. effectively lightweighted the network by 

combining YOLOv5 with MobileNetV3 and GhostNet. X. 

Li[7] introduced BIFPN in YOLOv8's Neck, adjusted the 

number of channels, and drastically reduced the model's 

Params. Y. Li[8] et al. proposed an algorithm for detecting 

road defects using YOLOv8, utilizing the SimAM attention 

mechanism and GHostConv for enhancement. H. Geng[9] et 

al. replaced the traditional Bottleneck structure with 

FasterBlock and added the SE attention mechanism after 

each improved C2f module to boost model performance. The 

models mentioned above suffer from redundancy and are not 

highly efficient in terms of detection speed. There are still 

some difficulties with the above models, such as the inability 

to take into account the cost of computation in the 

improvement of detection accuracy, or the lack of efficiency 
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regarding detection speed. 

II. RELATED WORK  

As deep learning technology advances, object detection 

techniques have been utilized in a diverse array of road defect 

detection applications. Object detection techniques include 

two-stage algorithms and one-stage algorithms. The 

two-stage algorithm consists of two steps, during the first 

step, several candidate areas are generated for the input 

image, in some of which may contain information about the 

target object. During the second step, bounding box 

regression and classification prediction is performed on these 

candidate regions. It has higher detection accuracy,and it is 

effective in detecting smaller targets, representative 

algorithms are R-CNN [10], Fast R-CNN[11] and Faster 

R-CNN[12]. One-stage algorithms take an image as input and 

directly process it to output the target, offering faster 

processing speeds, Among the algorithms included are SSD 

(Single Shot MultiBox Detector)[13] along with various 

models from YOLO (You Only Look Once) Series[14-16]. 

In May 2024, researchers from Tsinghua University 

introduced YOLOv10[17], an improvement over the 

YOLOv8 model. YOLOv10 enhances efficiency by 

eliminating Non-Maximum Suppression (NMS) and 

introduces spatial-channel decoupled downsampling, which 

retains information while reducing computational costs.  

The YOLOv10n model is constructed with three main 

parts: the Backbone, the Neck, and the Head. The backbone 

of YOLOv10n extracts features at different levels from the 

input information through CBS modules, SCDown modules, 

C2f modules, and C2fCIB modules. Afterward, the features 

pass through the SPPF module, which primarily normalizes 

feature maps of different scales. The SPPF module has been 

enhanced with an additional partial self-attention (PSA) 

feature, which expands the receptive field and boosts the 

network's capability for capturing global information. In the 

YOLOv10n, a Path Aggregation Network-Feature Pyramid 

Network (PAN-FPN) is used as the feature pyramid network, 

responsible for multi-scale feature fusion. This structure 

helps in aggregating and refining features from different 

scales, increasing the model's multi-scale object detection 

capability. In the detection Head, a one-to-one head structure 

is introduced, similar to the one-to-many branches in 

YOLOv8. The optimization objectives for both heads are the 

same. During training, both heads are optimized together, 

providing rich supervision. However, during inference, only 

the one-to-one head is used for predictions. This approach 

allows for end-to-end deployment and reduces the inference 

cost. The computation of Loss consists of two branches, 

regression and classification. In regression loss ， this 

approach employs the Dual-Focal Loss (DFL) and the CIOU 

loss functions. In classification loss， this approach employ 

the binary cross-entropy (BCE) loss function. The network 

structure diagram is shown in Fig. 1. 

Focusing on the challenges faced by existing road defect 

detection methods such as large space occupancy, 

insufficient precision, high computational complexity, high 

cost and great environmental impact, this paper proposes a 

lightweight road defect detection algorithm based on 

YOLOv10n.  
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Fig. 1.  YOLOv10n network structure 

 

III. ALGORITHM DESIGN 

A. Efficient and Lightweight DERC2f module 

In YOLOv10, the C2f module plays a crucial role in the 

extraction of the features. As shown in Fig. 2, the bottleneck 

of the C2f module, which contains two convolutional layers. 

The input feature map passes through these layers, 

undergoing convolution, normalization, and activation 

operations. In the C2f module, after the first convolution, the 

output is split into two components through a Split process. 

One component is directly passed through, and the other 

component undergoes n bottleneck processing units. The 

outputs from both components are then concatenated, and the 

concatenated result is passed through a second convolution 

before being output. The structure of C2f is shown in Fig. 3. 

Traditional convolutional operations generate a lot of 

redundant information during feature extraction, leading to 

larger models. To solve this problem, we have designed the 

DBottleneck model. First, a 1×1 convolution is used to 

increase the number of channels. Then, DWConv (Depthwise 

Convolution) applies an independent convolution kernel to 

each input channel, reducing the number of model parameters. 

Finally, another 1×1 convolution is used to reduce the 

number of channels and produce the output. The output is 

then combined with the original input through a residual 

connection. The structure diagram is shown in Fig. 4. 

When using the DBottleneck module, we refer to it as the 

DC2f module. Due to the fact that passing information 

between various layers may easily distort the input feature 

information, we add an ELA (Efficient Local Attention) [18] 

module to the DC2f module. 

The ELA mechanism is designed to accurately capture the 

positions of regions of interest, thereby enhancing the 

model's ability to extract multi-scale defects. As shown in Fig. 

5, in the spatial dimension, ELA uses strip pooling to obtain 

feature vectors extracted in both the horizontal and vertical 
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dimensions. It maintains a slim kernel shape to capture 

long-range dependencies, preventing irrelevant regions from 

interfering with label predictions. For targets in any 

direction ,this approach generates rich positional features. 

ELA processes the feature vectors in each direction 

separately to obtain attention predictions, which are then 

combined through a multiplication operation. This enhances 

the precise location information of the regions of interest. 

 Finally, by performing a residual connection with the 

input information, the risk of gradient vanishing is reduced, 

detail features are preserved, and the network's performance 

in detecting road defects is improved. The structure of 

DERC2f is shown in Fig. 6. 

B. Design of the Head 

In YOLOv10, the head section adopts the decoupled head 

structure used in YOLOv8, where classification and 

regression tasks are handled by separate branches. Each 

branch contains two 3×3 one-dimensional convolutions 

followed by one 1×1 two-dimensional convolution. This 

structure results in a significant amount of parameters within 

the Head, increasing the computational load. 

To address this issue, we introduces the DSC (Depthwise 

Separable Convolution) [19] module, which consists of 

DWConv(Depthwise Convolution) and PWConv(Pointwise 

Convolution). 

In the DWConv, a 3-channel input image passes through 3 

single-channel convolutions, resulting in 3 single-channel 

feature maps. In the PWConv, the feature maps obtained 

from the DWConv undergo 4 convolutions with 1×1×3 

kernels, producing 4 feature maps, effectively using 1×1 

convolutions to increase the dimensionality. DSC schematic 

diagram is shown in Fig. 7.  

Assuming that in the DWConv, the kernel size is 

kW × kW ×1, and the number of kernels is M, and in the 

PWConv, the kernel size is 1×1×M, and the number of 

kernels is N, then the ratio of the number of Params processed 

by DSC to Conv is as follows: 

DSC

Conv

Params

Params
= k k

k k

W W M M N

W W M N

  + 

  
=

1

N
+

2

1

k
W

     (1) 

In DWConv and PWConv operations, each convolution 

kernel performs FW × FW  multiply-accumulate operations. 

then the ratio of the number of FLOPs processed by DSC to 

Conv is as follows: 
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+

2

1
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W

                                                   (2) 

Assuming the convolution kernel size kW is 3, and N is so 

large that it can be ignored for this calculation, and 
2

k
W  is 9, 

it can be concluded that using DSC reduces the Params  and 

FLOPs to approximately 1/9 of the original. 

We propose to redesign the head section using DSC 

module, which we name the DDetect module. In the DDetect 

module, we replace the first Conv module in both branches 

with a DSC, and set the kernel of the second Conv to 1×1 to 

reduce the number of input channels. This design 

significantly reduces the model's Params count and FLOPs, 

while having a negligible impact on detection accuracy. 

Additionally, it enhances the tightness of information flow 

between modules.The structure of DDetect is shown in Fig. 8. 

TABLE I 

UNITS FOR MAGNETIC PROPERTIES 

Symbol Quantity 
Conversion from Gaussian and 

CGS EMU to SI a 

 magnetic flux 1 Mx → 10−8 Wb = 10−8 V·s 

B magnetic flux 

density 
1 G → 10−4 T = 10−4 Wb/m2 

H magnetic field 

strength 
1 Oe → 103/(4) A/m 

m magnetic moment 1 erg/G = 1 emu  

  → 10−3 A·m2 = 10−3 J/T 

M magnetization 1 erg/(G·cm3) = 1 emu/cm3 

4M magnetization 1 G → 103/(4) A/m 

 specific 

magnetization 
1 erg/(G·g) = 1 emu/g → 1 

A·m2/kg 

j magnetic dipole  

moment 

1 erg/G = 1 emu  

  → 4  10−10 Wb·m 

J magnetic 

polarization 

1 erg/(G·cm3) = 1 emu/cm3 

  → 4  10−4 T 

,  susceptibility 1 → 4 

 mass susceptibility 1 cm3/g → 4  10−3 m3/kg 

 permeability 1 → 4  10−7 H/m  

  = 4  10−7 Wb/(A·m) 

r relative permeability  → r 

w, W energy density 1 erg/cm3 → 10−1 J/m3 

N, D demagnetizing 

factor 
1 → 1/(4) 

Vertical lines are optional in tables. Statements that serve as captions 

for the entire table do not need footnote letters.  
aGaussian units are the same as cgs emu for magnetostatics; Mx = 

maxwell, G = gauss, Oe = oersted; Wb = weber, V = volt, s = second, T = 

tesla, m = meter, A = ampere, J = joule, kg = kilogram, H = henry. 
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C. Improvement of the Loss Function 

YOLOv10 uses CIoU  as the regression loss function, but 

it ignores the differences in difficulty between different 

categories and the imbalance in sample counts among classes, 

which can impact detection performance. To resolve these 

problems, we adopts the SIoU[20] function, which considers 

the orientation between the real box and the predicted box by 

introducing a vector angle, thereby accelerating convergence. 

The calculation of the SIoU loss function proceeds is 

described below: 

1)  Angle cost  

As shown in Fig. 9, 
gtB and B represent the centres of the 

real and predicted boxes. hc and  represent the height 

difference and the distance. Angle cost can solve the problem 

of changing bounding box prediction. The Angle cost 

equation is shownin equation (3). 

2 21 2sin (arcsin( / ) / 4) 1 2sin ( / 4)hc     = − − = − −  (3) 

2)  Distance cost 

As shown in Fig. 10, The figure has an outer rectangle  , Its 

height is h
c and its width is wc . The Distance cost equation 

is shown in equation (4). 

2 yxe e
 −− = − −                           (4) 

In the equation: 

3 channel Input                                     Filter * 3                                                Maps * 3

DWConv
 

    Maps * 3                                     Filter * 4                                        Maps * 4
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Fig. 7.  The schematic diagram of  DSC 
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(
x

gt
cb ,

y

gt
cb )and (

xcb ,
ycb ) are the coordinates of 

gtB and B . 

3)  Shape cost 

The Shape cost equation is shown in equation (6). 

(1 ) (1 )w hwwe e −− = − + −                  (6) 

In the equation: 

 
( , )
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w gt

w w
w

max w w

−
=
∣ ∣

,
( , )

gt

h gt

h h
w

max h h

−
=
∣ ∣

            (7) 

(
gtw ,

gth ) and ( w , h ) are the width and height of the real 

box and the predicted box, and θ denotes the attention level. 

4)  IoU cost 

The IoU cost equation is shown in equation (8). 
gt

gt

B B
IoU

B B


=


                              (8) 

The final equation for the SIoU loss function is shown in 

equation (9). 

1
2

SIoULoss IoU
 + 

= − +                    (9) 

In YOLOv10, the classification loss function uses 

BCEWithLogitsLoss. We propose to improve this by using 

Slide Loss[21]. Slide Loss assigns higher weights to difficult 

samples. In Slide Loss, easy and difficult samples are 

distinguished relying on the IoU between the predicted 

bounding box and the real bounding box. The average IoU of 

all bounding boxes is calculated as the threshold μ. Samples 

with an IoU below μ are classified as negative samples, 

whereas those with an IoU above μ are classified as positive 

samples. However, samples near the boundary, which have 

larger losses, should be optimized to make better use of them 

for training the network. To emphasize the learning of these 

boundary samples, a weighting function (Equation 10) is 

used. This function aims to give more importance to samples 

that are close to the decision boundary, this improves the 

capacity of the model for difficult cases. The weighting 

function is visualized in Fig. 11. 
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Fig. 11.  Visualization of weighting function 
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D. Network Structure of DDS-YOLO 

The structure of DDS-YOLO network is shown in Fig. 12. 

In the backbone, we propose to replace C2f module with 

DERC2f module, which makes the network lightweight and 

enhances the feature extraction capability. After that, we 

redesign the Detect module in the Head, which greatly 

lightens the Head part. Finally, we improved loss function 

using Siou and Slide Loss, which accelerated the model's 

convergence, assigned more learning weight to difficult 

samples, and thereby improved detection accuracy. 

IV. EXPERIMENT 

A. Datasets 

This study uses the publicly available RDD2022[22] 

dataset, the dataset consists of road images from a number of 

countries, including China, Japan, the United States, India, 

and the Czech Republic, etc. In this paper, 4378 Chinese road 

images contained in the dataset are selected as experimental 

objects. The selected dataset covers five type of road defects, 

including longitudinal cracks (coded as D00), transverse 

cracks (coded as D10), alligator cracks (coded as D20), 

potholes (coded as D40), and repairs (coded as Repair), 

where the numbers of the defects are 4104, 2359, 934, 321, 

and 1046, respectively. The dataset was randomly split 8:1:1 

into training, validating and testing sets. 

B. Experimental Environment and Parameter Setting 

As shown in Table 1, This is the experimental 

configuration for this study, which also includes some 

parameter tuning. The input image size is 640 × 640. 

TABLE  Ⅰ 

EXPERIMENTAL ENVIRONMENT AND PARAMETER  

Project Settings 

Operating System Ubuntu 18.04 

GPU Nvidia RTX2070   8GB 

CUDA CUDA 11.6 

Pytorch Pytorch 1.13.1 

CPU Intel(R)Core(TM) i7-9700K 

Optimization Function SGD 

epochs 260 

Initial learning rate 0.01 

batch size 16 

 

C. Evaluation Metrics 

To provide an objective assessment of the algorithm's 

detection performance, we use the following evaluation 

metrics: mAP (mean Average Precision), FLOPs, Params 

(number of parameters), model size, FPS (frames per second 

processed). 

The equations for calculating mAP is given by equations 

(11-14): 

 / ( )P TP TP FP= +                          (11) 

/ ( )R TP TP FN= +                          (12) 

1

0
( )AP P R dR=                              (13) 

1

1 N

i

i

mAP AP
N =

=                             (14) 

Where P  and R  represent Precision and Recall 

respectively, TP is a positive samples predicted correctly, 

FP is a negative samples predicted positively, FN is a 

positive samples predicted negatively. In general, a higher 

mAP means a higher performance of the model. Params, 

FLOPs, and model size reflect the degree of lightness of the 

model, and the smaller these values are, the lighter the 

network in terms of computational load, the lower the 

necessary hardware performance. FPS reflects how many 

images the model can detect in one second, a higher FPS 

value signifies improved real-time performance of the model. 

D. Comparison of Feature Extraction Modules 

To validate the superiority of the DERC2f module In 

feature extraction module, we conducted experiments by 

replacing it with the C2f module, the StarNet[23], the 

FasterNet[24], the C2f_ghost module, and the C3 module at 

the same position within the model for comparison. The data 

obtained using the various modules are shown in Table 2. By 

substituting original C2f module with DERC2f module, mAP 

improved by 1.6%, which is the most significant increase 

among the modules tested. Additionally, the DERC2f module 

contributes to a more lightweight model. 

E. Comparison with the other attention mechanism 

As shown in Table 3, to validate the superiority of the ELA, 

it was added to DERC2f alongside other attention 

mechanisms including Parameter-free attention mechanism 

SimAM[25], SE[26], combined spatial and access attention 

mechanism CBAM[27], and multi-scale attention mechanism 

EMA[28]. The experimental results indicate that when using 

ELA, the mAP is the highest, outperforming SimAM, CBAM, 

SE, and EMA by 1.2%, 1%, 2.4%, and 3.2%, respectively. 

F. Comparison with the other lightweight convolutions 

In the detection head, we conducted experiments by 

replacing the original model's components with DSC , 

GSConv[29],and GhostConv[30] to compare their 

performance. As shown in Table 4, all these modules can 

significantly reduce the number of parameters and 

computational cost. What's different is that when using 

GSConv, the mAP drops slightly. In contrast, GhostConv 

improves accuracy by 0.2%, while DSC enhances accuracy 

by 0.3%. Therefore, we introduce DSC as the more 

advantageous option. 

G. Comparison with the other Loss Function 

The original olgorithm places significant emphasis on the 

defect background when detecting difficult sample data, and 

the ability to suppress non-targets needs to be improved. So 

we improved the loss function and tried to replace CIoU with 

DIoU ,EIoU,WIoU and SIoU. As shown in Table 5,We found 

that the other three metrics (FLOPs, Params, and model size) 

remained unchanged. Only EIoU and SIoU resulted in an 

improvement in mAP, with SIoU providing the most 

significant increase. 

H. Heatmaps of different improvement modules 

As shown in Fig. 13. To more intuitively demonstrate the 
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TABLE Ⅱ 

EXPERIMENT OF COMPARISON WITH THE FEATURE EXTRACTION MODULES 

Model mAP50/%  FLOPs Params Model Size /M 

C2f 82.0 8.2 2.7 5.8 

C3 80.0 7.4 2.4 5.2 

StarNet 82.6 7.5 2.5 5.4 

FasterNet 81.5 7.4 2.4 5.2 

C2f_ghost 79.5 7.1 2.3 5.0 

DERC2f 83.6 7.5 2.5 5.4 

TABLE Ⅲ 

EXPERIMENT OF COMPARISON WITH THE ATTENTION MECHANISM 

Model mAP50/% FLOPs Params Model Size /M 

SimAM 82.4 7.4 2.4 5.3 

CBAM 82.6 7.5 2.5 5.2 

SE 81.2 7.4 2.5 5.4 

EMA 80.3 7.8 2.4 5.2 

ELA 83.6 7.5 2.5 5.4 

TABLE Ⅳ 

EXPERIMENT OF COMPARISON WITH THE LIGHTWEIGHT CONVOLUTIONS 

Model mAP50/% FLOPs Params Model Size /M 

Conv 82.0 8.2 2.7 5.8 

GSConv 80.8 5.6 2.0 4.4 

GhostConv 82.2 5.6 2.0 4.4 

DSC 82.3 5.7 2.1 4.5 

TABLE Ⅴ 

EXPERIMENT OF COMPARISON WITH THE LOSS FUNCTION 

Model mAP50/% FLOPs Params Model Size /M 

CIoU 82.0 8.2 2.7 5.8 

DIoU 81.0 8.2 2.7 5.8 

EIoU 82.1 8.2 2.7 5.8 

WIoU 81.4 8.2 2.7 5.8 

SIoU 82.2 8.2 2.7 5.8 

 

                 
 

                 
 

                 
Original                 Baseline              +DERC2f              +DDetect                 +SIoU 

Fig. 13.  Heatmaps of different improvement modules 
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comparison before and after each module's improvement, we 

used heatmaps to visualize the output layer of the model, 

where darker regions indicate higher attention from the 

model. We randomly selected 3 images. The Baseline model 

extracts features more broadly, whereas the improved 

modules focus more concentrated attention on the 

characteristics of road defects. 

I. Ablation experiments  

We conducted ablation experiments with the same 

experimental environment and parameter settings. As shown 

in Table 6, we displayed the data generated by the experiment. 

DERC2f means replacing the C2f module in backbone with 

DERC2f module, DDetect means replacing the Detect 

module in Head with DDetect module, and SIoU means 

replacing the regression loss function with SIoU. At the end, 

we improved the classification loss function with SlideLoss. 

In Table 6, The design of DERC2f module led to a 

lightweight model, with FLOPs and Params dropping by 

0.7G and 0.2M, respectively, and mAP rising by 1.6% due to 

the introduction of ELA, which makes the model focus on 

defective features. The DDetect module significantly lightens 

Head. with FLOPs and Params dropping by 2.5G and 0.5M, 

respectively. At the end, the improvement of the loss function 

has made model's mAP higher. Specifically, DDS-YOLO 

increases the model's mAP by 2.5%, while reducing FLOPs 

by 3.1G and Params by 30%. 

Fig. 14 shows the performance comparison between 

YOLOv10n and DDS-YOLO. It can be seen very clearly that 

YOLOv10n has issues with low confidence scores and 

missed detections. In contrast, the improved algorithm 

provides more accurate localization and recognition of 

defects. 

J. Comparison with other advanced detection algorithms 

To further analyze the performance of the improved 

algorithm. We use FasterR-CNN, YOLOv3-tiny, YOLOv5s, 

YOLOv6n, YOLOv7-tiny, RT-DETR, YOLOv8n and 

YOLOv10n to do comparison experiments with DDS-YOLO 

in this paper on the dataset. As shown in Table 7, 

DDS-YOLO has higher mAP50, which is 13.3, 8.9, 0.8, 1, 

0.4, 0.3, 0.3, and 2.5 percentage points higher than the other 

network models in order. YOLOv3-tiny has higher FPS. 

DDS-YOLO also has lower FLOPs and params, which are 

only 5.1G and 1.9M. FPS is also in the high level range. It can 

be seen that DDS-YOLO possesses higher accuracy and 

TABLE VI 

RESULT OF ABLATION STUDY 

Model mAP50/% FLOPs Params Model Size /M 

YOLOv10n 82.0 8.2 2.7 5.8 

DERC2f 83.6 7.5 2.5 5.4 

DDetect 82.3 5.7 2.1 4.5 

DERC2f+DDetect+SIoU 84.2 5.1 1.9 4.1 

DDS-YOLO 84.5 5.1 1.9 4.1 

 

             

(a)YOLOv10n 

             

(b)DDS-YOLO  

Fig. 14.  Visualization of YOLOv10n and DDS-YOLO detection results 
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lower computational cost, which meets the actual road defect 

detection needs. 

V. CONCLUSION 

In this research, our algorithm is based on the YOLOV10n, 

considering the actual needs of road defect detection, we 

improved the C2f module. This is followed by mitigation of 

the Head section using the DSC module and convolutional 

kernel tuning. And finally we used the SIoU function as the 

regression loss function , and the Slide Loss as the 

classification loss function. In the process of improvement, 

many experimental comparisons were done to compare their 

performence. In the future work, more in-depth training and 

tuning will be done for the road defect detection task to 

improve the accuracy and robustness of the model. And there 

is also, the detection speed of the model is further improved, 

and the transplantation of embedded devices is verified to 

make it better meet the actual needs of detection. 
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