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Abstract—This research introduces a new hybrid model
called the SF-GARCH-LSTM model, designed for stock price
forecasting. It combines sentiment analysis, long short-term
memory networks (LSTM), and generalized autoregressive
conditional heteroskedasticity (GARCH) models. The model
first utilizes Bidirectional Encoder Representations from Trans-
formers (BERT) to classify stock review titles into positive and
negative sentiments, generating a sentiment factor (SF). Then,
GARCH parameters are calculated using multiple GARCH
models based on historical stock prices. Finally, the LSTM
model combines stock price data, sentiment factors, and
GARCH parameters to predict future stock prices. Experiment
results demonstrate that the new proposed SF-GARCH-LSTM
model significantly improves prediction accuracy compared to
LSTM, SF-LSTM, and GARCH-LSTM models, highlighting
the importance of incorporating sentiment information into
financial forecasting.

Index Terms—Sentiment analysis, BERT, Hybrid model,
GARCH, LSTM, SF-GARCH-LSTM.

I. INTRODUCTION

Predicting stock prices has long been a critical focus
for both investors and researchers. Accurate stock price
prediction is essential for making informed investment de-
cisions and managing risks. Prior studies has highlighted
the influence of various factors on stock prices, including
fundamental data, technical indicators, and market senti-
ment. Emotional factors have proven to be significant in
this context. With the rise of social media,, investors now
have greater opportunities for interaction and communica-
tion, leading to more frequent exchanges of opinions and
emotional expressions. These sentiments, shared on social
networks, can influence individual investor behavior and
subsequently impact the broader stock market. For example,
[1] found that daily fluctuations in public mood significantly
correlate with daily movements in the closing prices of the
Dow Jones Industrial Average. [2] integrated news analysis
with a GARCH-jump model for stock price prediction. [3]
demonstrated that sentiment expressed on StockTwits has
predictive power for short-term stock market movements. [4]
analyzed the correlations between Bitcoin market metrics
and Twitter posts that express emotional signals regarding
Bitcoin. [5] and [6] constructed a sentiment index that reflects
changes in investor sentiment, revealing that fluctuations in
this index affect not only individual stocks but also the over-
all stock market. Additionally, [7] showed that incorporating
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positive and negative emotions related to stock prices as input
factors can improve the accuracy of stock price predictions.

Relying solely on investor sentiment for stock price pre-
diction presents significant limitations. To address this, it is
crucial to integrate sentiment analysis with stock price data.
Considering the various factors that affect stock prices, a
comprehensive understanding of volatility trends is essential
for making informed predictions.

GARCH models are widely recognized for their effective-
ness in modeling financial time series exhibiting fluctuating
volatility and clustering effects. These models not only
allow for the estimation of conditional volatilities but also
adeptly capture the inherent volatility patterns and underlying
financial dynamics within the data. Numerous studies have
highlighted the efficacy of GARCH models in this domain
(e.g., [8], [9], [10], [11]).

Traditional econometric models, such as autoregressive
integrated moving average (ARIMA) model [12], are ef-
fective for short-term predictions but often struggle to cap-
ture nonlinear relationships. However, advancements in deep
learning have increasingly addressed these limitations. No-
table architectures such as convolutional neural networks
(CNNs) and recurrent neural networks (RNNs) have been
explored in [13]. While RNNs are widely used for time series
forecasting due to their effectiveness, they face challenges
such as vanishing or exploding gradients, particularly with
long data sequences. To overcome these issues, variants such
as long short-term memory (LSTM) networks [14] and gated
recurrent units (GRU) [15] have gained prominence, offering
robust solutions for managing long-term dependencies and
handling the nonlinear characteristics of data. In [16], the
performance of three methods - RNN, LSTM, and GRU - was
evaluated for stock price prediction, while [17] highlighted
the use of search economics methods to optimize LSTM
parameters.

Furthermore, extensive research suggests that a single
model often fails to capture both linear and nonlinear pat-
terns in time series effectively. As a result, hybrid models
have been developed as an effective solution, merging the
advantages of various forecasting techniques to enhance both
interpretability and accuracy. In deep learning, such hybrid
approaches are increasingly prevalent in price forecasting.
For instance, [18] combined LSTM with GARCH models
to predict garlic prices, while [19] integrated LSTM with
ARIMA models for stock price forecasting.

In this study, we seek to improve the accuracy of stock
price predictions by integrating LSTM, sentiment analysis,
and GARCH models into a unified predictive framework.
Motivated by prior studies, our approach harnesses the
strengths of deep learning and traditional econometric mod-
els to provide more reliable forecasts. Our methodology be-
gins with the collection of stock-related titles and comments,
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which we process using BERT for fine-tuning classification
to assign positive and negative sentiment labels. This step
enables us to calculate a sentiment factor (SF) that reflects
investor sentiment. Next, we utilize historical stock price
data as the primary dataset for our analysis. Recognizing
the common heteroscedastic nature of stock prices and other
financial instruments, we employ GARCH-type models to
estimate conditional volatilities and residuals for each trading
day. By combining the stock price data, GARCH parameters,
and sentiment factors, we construct the input features for the
LSTM model. The output of this hybrid approach, which
we refer to as the SF-GARCH-LSTM model, is a prediction
of stock prices. This integrated framework aims to offer a
more thorough understanding of the factors affecting stock
prices while improving prediction accuracy. By combining
sentiment analysis, econometric modeling, and deep learning,
our approach seeks to connect traditional financial models
and modern machine learning techniques.

The organization of the paper is as follows: Section II
reviews related literature. Section III outlines the relevant
methods and introduces the proposed SF-GARCH-LSTM
model. Section IV examines the experimental results, while
Section V concludes the study.

II. RELATED WORK

Forecasting stock prices in time series analysis remains
a pivotal area of research. To improve prediction accuracy
and address the limitations of single forecasting models,
researchers have developed a variety of advanced techniques,
resulting in an increasing use of hybrid models. Recently,
the incorporation of machine learning methods into financial
time series analysis has emerged as a beneficial addition to
traditional models like ARIMA and GARCH. These machine
learning approaches excel at handling the complexities of
high-dimensional and nonlinear data, making them partic-
ularly effective in the dynamic and complex stock market
environment.

The analysis of emotions in financial contexts has garnered
significant attention from researchers in recent years. For
example, [20] demonstrated that the BERT model signifi-
cantly outperforms both LSTM and support vector machine
methods in accurately analyzing investor sentiment. Simi-
larly, [21] developed a sentiment analysis model tailored to
Chinese stock reviews using BERT, showcasing its effec-
tiveness in handling complex linguistic data. Building on
this, [22] combined BERT, bidirectional LSTM, and multi-
head attention mechanisms for sentiment analysis, while [23]
utilized financial BERT to calculate sentiment scores from
summary text data for predicting the S&P 500 index. In
addition, [24] integrated historical stock data with Twitter
sentiment classification to improve the accuracy of stock
price forecasts. Meanwhile, [25] employed a CNN-based
sentiment analysis model to classify text data from online
social networks, combining daily sentiment scores with stock
prices using LSTM for more precise predictions.

In our work, we leverage BERT to analyze sentiment by
categorizing investors’ comment headlines as either positive
or negative, facilitating the computation of the sentiment
factor (SF). This approach improves the incorporation of
sentiment analysis into stock price prediction frameworks,
offering a deeper insight into market dynamics.

In related studies, [27] introduced the use of variational
mode decomposition to separate carbon prices into high-
frequency and low-frequency components. Similarly, [28]
combined LSTM with GARCH-type models to predict stock
price index volatility. Additionally, [29] proposed using
GARCH model outputs as inputs for neural networks to
enhance predictive performance. [30] developed a hybrid
model combining GARCH with a distribution manipula-
tion strategy based on LSTM for predicting stock market
volatility, while [31] applied GARCH and LSTM to forecast
commodity market returns volatility. Moreover, [18] utilized
a combination of GARCH and LSTM to predict garlic prices.

We propose a hybrid model that integrates sentiment
analysis, GARCH type models, and LSTM to enhance stock
price prediction. The improved predictive capability of this
hybrid model stems from three key factors. First, sentiment
factors, derived from sentiment analysis, reflect the emo-
tions and psychological tendencies of market participants,
providing valuable insights into market sentiment and further
enhancing the accuracy of stock price predictions. Second,
econometric models like GARCH are highly effective at
capturing the volatile features of price series, specifically
addressing the heteroskedasticity inherent in financial time
series and extracting critical volatility characteristics of stock
prices. Third, machine learning models excel at identifying
nonlinear and unpredictable patterns within price sequences,
as highlighted by [26].

To date, no research has combined sentiment factors,
GARCH models, and LSTM in the manner proposed here.
Given the well-established correlation between investor sen-
timent and stock price movements, our approach begins
by collecting sentiment-related text comments on stocks.
We apply BERT for text classification, enabling the com-
putation of the sentiment factor (SF). Next, considering
the heteroskedastic nature of stock price series, we use
the GARCH model to estimate conditional volatilities and
residuals. Finally, we integrate stock price data, sentiment
factors, and GARCH parameters as inputs to the LSTM
model, effectively addressing the non-smooth and nonlinear
characteristics of the data.

We call this comprehensive hybrid model the SF-GARCH-
LSTM model, which aims to enhance the accuracy of stock
price forecasting by utilizing the complementary strengths of
sentiment analysis, econometric modeling, and deep learning.

III. METHODS

This section outlines the proposed method. First, the BERT
model is employed to classify headline information into
positive and negative categories, allowing for the calculation
of the sentiment factor (SF). Next, the GARCH model is
utilized to extract volatility characteristics from stock price
data. Following this, the LSTM model is applied to identify
essential dependencies in time series data, facilitating more
accurate stock price predictions. Finally, we introduce the
SF-GARCH-LSTM algorithm, which integrates these com-
ponents. The key technologies and algorithms underpinning
this approach are discussed in detail below.
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A. Bidirectional Encoder Representations from Transformers
(BERT)

1) BERT: The BERT model, introduced by [32], is a pre-
trained language model built upon the encoder architecture
of the Transformer framework. As depicted in Fig. 1 from
[33], the Transformer comprises an encoder (left) and a
decoder (right), with BERT exclusively utilizing the encoder
component. A key feature of BERT is its implementation
of multi-head attention, which enables the model to capture
contextual relationships within text. The calculation of multi-
head attention is defined in Eq. (1) ([33]):

. QKT
Attention(Q, K, V') = softmax V. (D

Vg
Queries are consolidated into matrix Q, keys are grouped
into matrix K and values are grouped into matrix V. The
dot-product attention mechanism enhances both speed and
memory efficiency by leveraging optimized matrix multipli-
cation code for implementation. To prevent excessively large

values during the computation, the dot product is scaled by
1

Vi
ﬁowever, the encoding methods for inputs differ between

Transformer and BERT. The Transformer uses positional
encoding, specifically employing sine and cosine functions
as defined in Eq. (2) and Eq. (3):

) pos

PE(05,2¢) = sin (m) ’ @
pos

PE(,05,2i+1) = cos (m) ’ 3)

where pos represents the position, and ¢ denotes the dimen-
sion. In contrast, BERT incorporates segment embeddings to
address issues related to sentence pairs. As shown in Fig.
2 ([32]), each input sequence begins with a special clas-
sification token, [CLS]. For sentence pairs, both sentences
are merged into a single sequence, with the [SEP] token
acting as a delimiter between them. The [SEP] token not only
distinguishes whether a segment belongs to sentence A or B
but also indicates its specific position within the sequence.
Additionally, [SEP] signifies the end of a sentence.

2) Pre-training for BERT: Mask Language Model (MLM)
+ Next Sentence Prediction (NSP): BERT utilizes an unsu-
pervised objective function, specifically autoencoding (AE),
which involves predicting and reconstructing the original
data from corrupted input data using contextual information.
A key component of BERT’s pre-training is the Masked
Language Model (MLM) task, a novel prediction objective
designed to learn contextual word representations that align
with natural language patterns. In this task, certain words
in the input text are fully masked, allowing the model to
leverage surrounding context to predict the masked words
effectively. During training, 15% of the words in the input are
randomly selected as masked regions to optimize learning. Of
these selected words, 80% are replaced with a mask token,
10% are swapped with random alternative words, and the
remaining 10% remain unchanged.

The Next Sentence Prediction (NSP) task, on the other
hand, involves analyzing pairs of sentences referred to as
Sentence A and Sentence B. In some cases, Sentence B
follows Sentence A sequentially and is labeled as “IsNext.”
In other cases, Sentence B is randomly selected from the
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Fig. 1: Transformer model architecture: the left side forms
the basis of BERT.
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Fig. 2: BERT input representation: combination of token,
segment, and positional embeddings.

Comment Title Label

vk, BT, EA— S 1

Haha, steady, buy a little bit. positive
KEEAIHATHR T A, REER. 1

The band rebound has started, don’t hesitate. | positive
AR Bk, H! 0

Diving again today, alas! negative
B SRR 0

It is easy to fall but difficult to rise. negative

Fig. 3: Examples of stock review titles with sentiment labels

corpus and labeled as “NotNext.” The model’s objective is
to determine whether Sentence B logically and sequentially
follows Sentence A.

These two tasks, MLM and NSP, work together to enable
BERT to capture both contextual and relational information
during pre-training.
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Fig. 4: BERT model training process flowchart

3) Sentiment classification using BERT model: BERT is
a pre-trained language model created by Google, offering a
collection of nine pre-trained models: six English models,
two multilingual models, and one Chinese model. Since this
study focuses on Chinese text, the specific model used is
Bert_Base_Chinese. This model supports both simpli-
fied and traditional Chinese and features a configuration of
12 layers, 768 hidden units, 12 attention heads, and 110
million parameters. While the pre-trained BERT model can
be directly applied to classification tasks, its initial accuracy
is relatively low, as demonstrated in subsequent test results.
To improve performance, additional pre-training on task-
specific datasets is required.

In this study, the labeled dataset is categorized into positive
and negative instances, as illustrated in Fig. 3. The model
is then retrained using the original pre-trained target data,
such as the masked language model, to adapt its parameters
to the target dataset. Finally, the classification performance
is fine-tuned by optimizing both the training process and
classification output, aiming to derive the most effective
model for the data. Once fine-tuned, the enhanced model
is applied to the complete dataset used in this study.

Fig. 4 illustrates the BERT model’s classification process.
The input consists of emotionally labeled sentences (positive
and negative). First, the text is processed by BERT to
generate vector representations. These vectors are subse-
quently passed through a linear layer, followed by a softmax
activation function, which produces the classification result
as either positive or negative sentiment. By following the
BERT model training process outlined in Fig. 4, a more
refined model is obtained, which is then applied to the entire
dataset. The daily sentiment factor score is calculated using
the following equation:

numf, — num®

SF* = , 0)

num?

where ¢ represents the date, num! is the total number of

posts on that day, and numi and num! denote the number
of posts classified as positive and negative, respectively, on
date .

4) Text classification evaluation: The BERT model is
employed to classify sentiments in stock review texts, a
common task in classification. Precision, recall, and F1-score
metrics are used for evaluating classification performance.
The binary classification problem is categorized into four sce-

narios based on changes in both the model’s predictions and
the actual outcomes. In the context of classification metrics,
TP (True Positive) refers to instances accurately identified
as belonging to the positive class. Conversely, FN (False
Negative) refers to instances that are incorrectly classified
as negative even though they belong to the positive class. FP
(False Positive) occurs when an instance is wrongly labeled
as positive, despite being part of the negative class. Lastly,
TN (True Negative) indicates instances correctly identified
as belonging to the negative class. These terms are crucial
for evaluating the accuracy of classification models.
Precision Rate: Also referred to as the accuracy rate,
measures the ratio of true positive predictions to the total
number of instances classified as positive. This is expressed
in Eq. (5):
L
TP + FP

Recall Rate: This metric represents the proportion of
correctly predicted positive instances to all actual positive
instances, as shown in Eq.(6):

TP
R=——+.
TP +FN

F1-Score: The Fl-score balances recall and precision, as

expressed in Eq. (7):

(&)

(6)

_ P-R

~ "P+R’
Macro-Averaging: This approach first computes the pre-

cision (P), recall (R), and Fl-score for each class. It then

determines the arithmetic average across all classes, as illus-
trated in Egs. (8), (9), and (10):

F1 (7

1 n
Macro_P = =S Pii=1,2,--- ,n. 8
acro_ 3 i n (®)
1 n
Macro R = = 3 Rii=1,2,-- ,n. 9
acro_ 3 i n &)

1 n
M F1=>-) Fl;,i=1,2,--- ,n. 10
acro_. HZ 7 n (10)

i=1

The higher these metrics, the better the model’s performance.

B. GARCH models

In the study of time series data, initial regression mod-
els typically assumed that the variance within the series
remained constant, implying uniform fluctuations over time.
However, this assumption proves inadequate for time series
exhibiting variable volatility. Parameter estimations made un-
der the assumption of constant variance often lack precision,
and significance tests for these parameters cannot be reliably
conducted. To address these issues, GARCH-type mod-
els, including GARCH, exponential generalized autoregres-
sive conditional heteroskedasticity (EGARCH), and thresh-
old generalized autoregressive conditional heteroskedasticity
(TGARCH), were developed, primarily for financial time
series analysis. These models effectively tackle variable
volatility by incorporating past volatility data as a conditional
element and using an autoregressive framework to account
for fluctuations. GARCH-type models are particularly adept
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at managing aspects like heteroskedasticity, volatility cluster-
ing, leverage effects, and asymmetrical responses to market
movements. Overall, these models offer a strong framework
for analyzing and modeling the dynamic nature of volatility
in time series data, significantly improving upon earlier
models that assumed static variance.

1) GARCH model: The GARCH model, introduced by
[8], extends the ARCH model initially proposed by [9]. This
extension is especially effective when fitting time series data
with significantly high p-values. The GARCH (p, q) model
can be expressed in the following way:

Y :Nt+0tnt7 nt NN(Oa]-)a (11)
€= 0Nt Et|Xt—1 ~ N(070?)7 (12)
P q
o =ag+ Z%’Ef_i + Zﬁjaf_j, (13)
i=1 j=1

where y, represents the time series value, p; denotes the
mean predicted by the average equation, ¢; refers to the
error term, which is unpredictable and follows a normal
distribution based on all available information up to time
t — 1, Uf indicates the conditional variance, «; is the
coefficient for the ARCH term; and 3, is the coefficient for
the GARCH term.

2) EGARCH model: The limitation of GARCH models
in effectively capturing the different impacts of positive and
negative shocks on price series has prompted the creation
of asymmetric GARCH models. The EGARCH model, pro-
posed by [10], represents an advancement over the traditional
GARCH model. This model is unique because it allows
for negative coefficients in the variance equation, unlike the
standard GARCH model, which requires all coefficients to
be nonnegative.

EGARCH exhibits a leverage effect, and its standard
equation for conditional variance is:

P
Ino? = a0+z oy (

=1

Et—i Et—i

+

K3
Ot—i

q
)+>Bjno7;, (14)

j=1

Ot—i

where ~y; denotes the leverage coefficient. The contribution
of positive €;_; to the log volatility is «;(1 + ;) ‘Zi:b
while the contribution of negative ¢;_; to the log volatility
is a;(1 — ;) ‘2:1 ’ In practical applications, we generally
expect 7y; to be negative.

3) TGARCH model: The primary limitation of the
GARCH model is its inability to model asymmetric re-
sponses to positive and negative shocks. This limitation stems
from the conditional variance in the GARCH equation being
influenced by the size of the residuals, rather than their
sign. In contrast, the threshold GARCH (TGARCH) variant,
introduced by [11], is capable of modeling this asymmetry in
responses to different types of news. The TGARCH model
characterizes the conditional variance as follows:

>

P q
op = ag + Z(ai + (e < 0)yi)ei; + ZﬂjotZ—j?
i=1 j=1

5)

where the characteristic function 1(e;_; < 0) takes the value
of 1 when ¢;_; is negative and 0 otherwise. The parameters
v; are used to capture the effect of negative returns on

volatility.
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Fig. 5: The LSTM model architecture.

In summary, GARCH type models are employed to ana-
lyze the volatility characteristics of stock prices. We select
best GARCH type models to fit the stock data, and output
the corresponding conditional volatilities and residuals.

C. LSTM

The LSTM model is a specialized form of RNN developed
to tackle the problems of gradient vanishing and gradient
explosion that commonly occur in standard RNNs. It is
particularly effective for predicting nonlinear variable time
series. The core of LSTM is its gating logic. Compared to
RNNs, LSTM incorporates an additional component known
as a “memory cell” along with three gate structures: the input
gate, forget gate, and output gate. This architecture enables
LSTM to handle longer time series data more effectively. The
structural design of LSTM, which underpins its advanced
capabilities, is illustrated in Fig. 5 ([14]).

Forget gate:

ft = J(Wf X [htflvxt] +bf)’

where f; indicates the weight that determines which infor-

mation to retain, Wy represents the weight matrix associated

with the forget gate, and b; is the bias term for this gate.
Input gate:

(16)

i = o(W; X [hy—1,2¢] + b;), (17)
Cy = tanh(We x [hy—_1, 3] + be), (18)
Ci = fi x Cr_y + iy x Ct, (19)

where W; and W, are the weight matrices for the input gates,
while b; and b, represent the bias terms associated with input
gates.

Output gate:

or = 0(Wo X [hi—1, 2] + bo), (20)

h; = of X tanh(Ct), (21)

where o, represents the output from the cell state, derived
through the sigmoid function, and h; indicates the predicted
stock price.

In this work, the structure of the LSTM component is
illustrated in Fig. 6. The input layer receives the data and
forwards it to the LSTM layer. To optimize performance
while maintaining simplicity and effectiveness, we employ
two LSTM layers. Additionally, we incorporate two fully
connected layers, given the relatively low complexity of the
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Output: Stock Price;
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TABLE I: Features utilized in stock price data.

‘ Fully connected

The source
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Fig. 6: Flowchart of the LSTM component i highest price, lowest price,
‘ Sentiment factor ‘ ‘ Estimate the GARCH SMA22,, EMA,, volume
parameters

data. We utilize a sliding window approach in the LSTM to
fit and predict stock prices, selecting a window size of 22,
which corresponds to the number of trading days in a month.
This model exemplifies both simplicity and computational
efficiency.

D. SF-GARCH-LSTM models

The flowchart of the SF-GARCH-LSTM model is pre-
sented in Fig. 7. This model consists of three main com-
ponents.

The first component focuses on sentiment analysis, where
we utilize the BERT pre-training model to fine-tune the
classification of emotions in text data (positive or negative).
This process enables us to derive daily sentiment factors, as
outlined in Eq. (4).

The second component involves fitting GARCH models to
extract fluctuation characteristics from historical stock price
data. In these models, we employ conditional volatilities and
model residuals as parameters. The conditional volatilities
reflect fluctuations in the stock market, while the model resid-
uals capture price changes not accounted for by the model.
These parameters are estimated using GARCH, EGARCH,
and TGARCH models.

The third component consists of stock price data, which
includes the opening price, closing price, highest price, low-
est price, volume, the simple moving average over 22 days
(SM A22,;), and the exponential moving average (EM Ay).
For a detailed overview, refer to Table 1.

We will use the sentiment factors, GARCH parameters,
and stock price data as inputs for the LSTM model. As
shown in Fig. 6, the sentiment factors, GARCH parameters,
and stock prices from the 22 days preceding the forecasted
time point are utilized as inputs for the LSTM. The LSTM
parameters are then trained accordingly. Once training is
complete, the model will be employed to predict stock prices
in the test set.

IV. EXPERIMENT AND RESULTS
A. Data Sources

For stock prices, we have selected the CSI300 index,
which serves as a significant indicator of the trends in the

Output: predict stock closing price

Fig. 7: Flowchart of the SF-GARCH-LSTM model

Chinese market. The time frame for our analysis spans from
August 6, 2015, to September 28, 2023. We downloaded the
historical CSI300 prices from the Yingwei Financial website.
Additionally, we sourced relevant stock comment titles from
the Oriental Fortune Stock Bar, an online community that
provides real-time market commentary on individual stocks.
These comment titles will be utilized for sentiment analysis.

B. Textual data and sentiment analysis

We collected relevant comment titles from the Orien-
tal Fortune network for the CSI300, resulting in a total
of 42,177 titles. Figure 8 displays some example titles.
The BERT model training process, illustrated in Figure
4, is employed to conduct sentiment analysis. First, we
downloaded the Chinese language model pre-trained by
Bert_Base_Chinese from Google, and then selected
10,000 entries from the 42,177 datasets for fine-tuning. This
subset was manually labeled with positive and negative
emotions, as shown in Fig. 3. The specific hand-labeled
dataset is utilized to train the model, leading to a refined
model that is ultimately applied to the entire textual dataset.

Out of the 10,000 manually labeled data points, there were
6,818 instances of negative emotions and 3,182 instances
of positive emotions. The corresponding weights for these
emotions are 1.0 and 2.1426, respectively. Given the average
text message length of 21.4849, we set the maximum length
to 30. Fine-tuning is performed using a masked language
model (MLM). We randomly choose 80% of the data for the
training set and 20% for the test set, with a batch size of 64.

We input the text data to obtain the BERT embeddings,
after which a linear layer is applied to map the output features
(dimension 768) of the BERT model to the desired output
(dimension 2) for the binary classification problem. Finally,
we utilize the softmax activation function to convert the input
into probability outputs, applying weights to calculate the
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Fig. 8: Titles of comments from the Oriental Fortune Net-
work CSI 300 Bar on October 2, 2024

cross-entropy loss. We instantiate a classification model and
utilize the fl_cls function, employing the Adam optimizer
with a learning rate of le-6. Additionally, we configure the
learning rate scheduler to adopt the StepLR strategy, reducing
the learning rate by multiplying it by 0.9 after each epoch.

An early stopping mechanism is implemented with a
maximum patience value of 10. If the validation performance
does not improve for 10 consecutive epochs, early stopping
is triggered, terminating the training cycle. We set a total of
3 epochs and initialize the best accuracy to 0. After fine-
tuning and training BERT, the best model is saved to a
file. The text classification accuracy rates before and after
fine-tuning are shown in Table II and Table III. After fine-
tuning BERT, we observed a remarkable increase in text
classification accuracy of 39%, underscoring the significance
of the fine-tuning process. Example results are illustrated
in Fig. 9. In the ‘Pre’ column, O indicates a negative
classification, while 1 indicates a positive classification. The
left endpoint of ‘Probability’ represents the likelihood of
a negative sentiment, and the right endpoint represents the
likelihood of a positive sentiment. From the classification
outcomes, we can determine the daily counts of 0 and 1 tags,
enabling us to compute the daily sentiment factors according
to Eq. (4). Figure 10 visualizes the daily distribution of
positive and negative comments.

TABLE II: Text classification accuracy metrics before fine-
tuning

Accuracy: 0.614

text precision  recall  fl-score  support
0 negative 0.78 0.60 0.67 1342
1 position 0.44 0.65 0.53 658
macro avg 0.61 0.62 0.60 2000

TABLE III: Text classification accuracy metrics after fine-
tuning

Accuracy: 0.998

text precision  recall  fl-score  support
0 negative 1.00 1.00 1.00 1342
1 position 0.99 1.00 1.00 658
macro avg 1.00 1.00 1.00 2000

Comment Title Pre Probability
IAKEEPRET, FERRA. 0 [0.94603, 0.05396]
The main funds are not optimistic after the holiday.

GHh—EEZE T AERIRRN AR, 0 [0.92397,0.07602]
It seems I can’t see the light of the future in the darkness.

AR EZRE A 1 [0.02312,0.97687]
Bocom Index Planet rebounds and improves.

RHEXT [#4] 1 [0.36241,0.63759]

The bear dominates the world [Excited]

Fig. 9: Example of BERT sentiment classification results.

ODain count of positive and negative comments

100
—e— negative comments
800 positive comments
— 600
c
>
S 400
200 ‘
0 F-VL\MA.....JMMQJ B L Tt S B s
6 Al a® a9 a0 % gl B b
DN S L\ L Mg S

Date

Fig. 10: Daily distribution of positive and negative sentiment
classifications based on comment titles.

C. Analysis of the results of the GARCH models

To quantify the volatility of the stock price sequence and
enhance its stability, we construct the first-order difference
of the logarithm of the stock price, represented as

P, =log(price;) — log(prices—1). (22)
GARCH type models can be employed to analyze the volatil-
ity characteristics of the log return rate series. When selecting
a model, the smaller AIC and BIC indicates a better fit. We
choose GARCH (1,2), EGARCH (2,1), and TGARCH (2,1)
with a t-distribution to fit the stock closing price. And we
utilized the conditional volatilities and residuals estimated
from these three models. Some examples of the conditional
volatilities and residuals estimated from the GARCH-type
models are shown in Table IV.

TABLE IV: GARCH type models: volatilities and residuals

date garch_volatility garch_residual egarch_volatility
2015/9/9 0.0599 0.0231 0.0314
2015/9/10 0.0589 -0.0085 0.0304
2015/9/11 0.0563 0.0007 0.0296

date egarch_residual  tgarch_volatility tgarch_residual
2015/9/9 0.0190 0.0428 0.0167
2015/9/10 -0.0126 0.0424 -0.0149
2015/9/11 -0.0003 0.0386 -0.0057
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D. Loss function

The model’s predictive ability is assessed using three
evaluation metrics: mean absolute error (MAE), root mean
square error (RMSE), and mean absolute percentage error
(MAPE).

N
MAE—%Z — (23)
1L )
MSE = ;(y — )%, (24)
1 N
RMSE = | + ; — ), (25)
N
MAPE — 1013% 3 v ; vl (26)

i=1
In these equations, the predicted value of the stock price is
denoted as y;, the actual price is denoted as y;, and the total
number of predicted samples is denoted as /N. Smaller values
of these metrics indicate more accurate stock forecasts.

E. SF-GARCH-LSTM experiments and results

To evaluate the effectiveness of combining sentiment fac-
tors and GARCH model parameters with LSTM for stock
price prediction, we conducted extensive experiments. These
included individual models such as LSTM, two-method
combinations (e.g., SF-LSTM, G-LSTM, E-LSTM, T-LSTM,
GE-LSTM, GT-LSTM, ET-LSTM, and GET-LSTM), as well
as three-method combinations (e.g., SF-G-LSTM, SF-E-
LSTM, SE-T-LSTM, SF-GE-LSTM, SF-GT-LSTM, SF-ET-
LSTM, and SF-GET-LSTM). Here G, E, T respectively
denote GARCH, EGARCH and TGARCH. Table V sum-
marizes the input variables for both individual and hybrid
models. In Table V, ‘Stock price data’ represents the features
from the stock market, the detailed stock price features
are shown in Table I, ‘SF’ represents sentiment factors,
while ‘GARCH’, ‘EGARCH’, and ‘TGARCH’ refer to the
conditional volatilities and residuals estimated by these three
models. These parameters are used as inputs to the hybrid
SF-GARCH-LSTM models.

TABLE V: Input variables for each model.
e SF

Model p
LSTM
SF-LSTM
G-LSTM
E-LSTM
T-LSTM
SF-G-LSTM
SF-E-LSTM
SF-T-LSTM
GE-LSTM
GT-LSTM
ET-LSTM
SF-GE-LSTM
SF-GT-LSTM
SF-ET-LSTM
GET-LSTM
SF-GET-LSTM

GARCH EGARCH TGARCH
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We selected the stock price of CSI300 from August 6,
2015, to September 28, 2023. The dataset was split into a
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Fig. 11: Visualization of loss improvement across epochs.

training set and a test set in an 80:20 ratio. The training set
includes data for 1560 days, while the test set comprises
data for 391 dates. Next, the data is normalized, and a
sliding window was constructed with a window size set to 22.
Subsequently, an nn.LSTM was created to build the LSTM
layer. The input layer dimension is specified as input_size,
while the hidden layer dimension is set to three times the
input_size. Two LSTM layers are utilized in the architecture.
Following this, two fully connected layers are created to map
the output of the LSTM hidden layer to the same dimension
and then to an output dimension of 1. As shown in Fig.
11, the loss converges after 40 epochs, and we chose to
train for a total of 60 epochs with a learning rate of 0.01.
The normalized stock price was predicted, and MAE, MSE,
RMSE, and MAPE were calculated on the test set.

To establish a baseline for comparison, we employed CNN
and GRU architectures alongside LSTM for data processing.
This study utilizes opening price, closing price, highest price,
lowest price, SM A22;, EM A; and volume data to evaluate
the performance of these models. To ensure methodological
fairness, all models are configured with parameters consistent
with those of the LSTM. The results presented in Table
VI demonstrate that the LSTM model is more effective for
analyzing the dataset used in this research.

TABLE VI: Evaluation metrics results for CNN, GRU, and
LSTM Models

Model  MAE MSE RMSE MAPE

CNN  0.0925 0.0138 0.1175  2.5668%
GRU  0.0712 0.0075 0.0869 1.9818%
LSTM 0.0189 0.0006 0.0246  1.4044%

Table VII presents the performance and accuracy of the
GARCH-LSTM models. From this table, it is evident that
the GARCH-LSTM hybrid model outperforms the LSTM
model in predictions when new explanatory variables, such
as conditional volatilities, residuals, are included, especially
when two or three GARCH models are incorporated. This
improvement is attributable to the GARCH model’s ability
to reflect future market volatility, while the residuals capture
information not accounted for by the GARCH model. Among
the GARCH-LSTM models, GET-LSTM demonstrates the
best performance. Table VIII displays the accuracy of SF-
GARCH-LSTM models. Comparing this table with the pre-
vious one reveals that incorporating the sentiment factor has
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Fig. 12: Comparison of MAE across different models
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Fig. 13: Comparison of MSE across different models

decreased the errors for all models. This indicates that adding
the sentiment factor as explanatory variables can enhance the
models’ ability to predict stock prices. Models that include
sentiment factors perform better because these factors reflect
public confidence in the future development of the market,
influencing investors’ willingness to buy stocks, which in
turn affects stock market fluctuations.

TABLE VII: Evaluation metrics results for GARCH-LSTM
model

Model MAE MSE RMSE MAPE
LSTM 0.0189  0.0006  0.0246  1.4044%
G-LSTM 0.0143  0.0003 0.0184  1.0680%
E-LSTM 0.0158 0.0004 0.0216 1.1916%
T-LSTM 0.0146  0.0003 0.0188  1.0799%
GE-LSTM  0.0141  0.0003  0.0179  1.0556%
GT-LSTM  0.0138  0.0003 0.0175 1.0272%
ET-LSTM 0.0149  0.0004 0.0210  1.0946%
GET-LSTM  0.0131  0.0002  0.0168  0.9727%

TABLE VIII: Evaluation metrics results for SF-GARCH-
LSTM model

Model MAE MSE RMSE MAPE
SF-LSTM 0.0170  0.0004  0.0219  1.2556%
SF-G-LSTM 0.0143  0.0003  0.0189  1.0604%
SF-E-LSTM 0.0143  0.0003 0.0180  1.0599%
SF-T-LSTM 0.0142  0.0003 0.0184  1.0472%
SF-GE-LSTM  0.0139  0.0003  0.0175  1.0393%
SF-GT-LSTM  0.0136  0.0003  0.0174  1.0102%
SF-ET-LSTM 0.0139  0.0003 0.0175  1.0366%
SF-GET-LSTM  0.0119  0.0002  0.0157  0.8849%

The SF-GARCH-LSTM models outperform both the
LSTM and GARCH-LSTM models. The hybrid model that
integrates sentiment factors shows better performance com-
pared to models without sentiment factors. The experimental
results using actual data align with our expectations. By
providing the model with additional information on market
volatility and public sentiment, we can achieve more accurate
stock price predictions. Among all the models, the SF-GET-
LSTM model demonstrates the best predictive performance,
featuring the lowest MAE, MSE, RMSE, and MAPE. Fig.
12 and Fig. 13 illustrate these results more intuitively.

Fig. 14 shows that the predictions of the SF-LSTM model
are more accurate compared to those of the LSTM model.
Similarly, Fig. 15 shows that the SF-G-LSTM model offers
predictions that are closer to the actual values than the G-
LSTM model. Therefore, we can conclude that incorporating
the sentiment factor enhances the performance of the hybrid
models. These figures clearly show that the predicted stock
prices closely align with the actual stock prices, indicating
that these hybrid models are effective in forecasting.

To closely examine the role of the sentiment factor, we
selected January 2019 as the test set, using the period from
August 6, 2015, to December 2018 as the training set.
January 2019 was chosen for testing because the Chinese
stock market reached a low during this time, influenced by
the pressures of US-China trade friction, which left the public
uncertain about the market’s future direction.

We will analyze whether incorporating sentiment factors
into model training affects the prediction of the current
month’s data compared to models without sentiment factors.
Performance comparisons were made between LSTM and
SF-LSTM, as well as between G-LSTM and SF-G-LSTM.
The results show that models incorporating the SF module
significantly outperform their counterparts without it, as
evidenced in Figs. 16 and 17.

V. CONCLUSION

This paper introduces the SF-GARCH-LSTM model, a
novel hybrid approach for stock price prediction that in-
tegrates sentiment analysis, GARCH models, and LSTM.
Sentiment analysis is performed using a pre-trained BERT
model, achieving a fine-tuned classification accuracy of
99.8%, which is utilized to derive daily sentiment factors
(SF). GARCH parameters are estimated using GARCH,
EGARCH, and TGARCH models to capture the het-
eroskedastic characteristics of financial time series. These
features, combined with stock price data, are fed into the
LSTM model to extract temporal dependencies. The pro-
posed SF-GARCH-LSTM model demonstrates superior per-
formance, highlighting its potential for accurate stock price
forecasting.
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