
 

 

Abstract—Microrobots have garnered significant attention 

due to their promising applications in biomedicine. Having a 

high controllable velocity is one of the goals of realizing efficient 

and precise targeting applications of microrobots in the future. 

Compared with the two previous microsphere swimmers, it is 

found that the swimming velocity of the microsphere changes 

differently when the driving signal parameters change. Based on 

this, this paper takes the spherical magnetic microrobot as the 

research object and carries out experimental research with the 

gradient magnetic field as the driving source. The changes of 

magnetic induction strength under different driving signals of 

hollow coils, iron core coils with iron shells, and coils with 

special iron core structures are analyzed, respectively. The 

influence of the change of driving signal on the swimming 

velocity of the microsphere is analyzed, and the microsphere 

robot is used to carry out handling experiments on random 

obstacles. It is found that the magnetic induction intensity 

generated by different structures of coils under the same driving 

signal has significantly different rules, which directly leads to 

significant changes in the swimming velocity of the microsphere. 

In addition, the viscosity of the liquid environment, the change 

in the feature size of the microsphere, and the change of the 

swimming state of the microsphere will also affect the swimming 

velocity of the microsphere. The handling experiment of the 

microsphere robot shows that a single microsphere can carry 

random obstacles, and the multi-microsphere can transform 

various combination forms under the dynamic gradient 

magnetic field. 

 
Index Terms—driving signal, swimming velocity, gradient 

magnetic field, microsphere 

 

I. INTRODUCTION 

icro and Nano robots have received increasing attention 

[1]-[3] due to their significant size advantage for their 

great potential applications in biomedical fields such as 

targeted therapies, precise surgical procedures, and medical 

examinations [4]-[7]. According to the different driving 

sources, the driving fields of micro and nanorobots can be 

categorized into electric, thermal, chemical, optical, 

ultrasonic, and magnetic fields [8]-[11]. Among them, 

magnetically driven microrobots are widely studied due to 

their excellent controllability and biocompatibility [12]-[14]. 

According to the different principles of magnetic drive, 

magnetic drive mode is mainly divided into rotating magnetic 
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field drive [15], [16], gradient magnetic field drive [17], [18], 

and oscillating magnetic field drive [19]-[21]. The rotating 

magnetic field is commonly used to drive microrobots with 

helical structures [22], [23], which provide good 

maneuverability and precise motion [24], [25]. However, in 

order to generate net displacement, the asymmetrical 

requirements of the microrobot structure increase its 

manufacturing cost, and the swimming efficiency of the 

microrobot driven by the rotating magnetic field is only 1% 

[26]. Similarly, the oscillating magnetic field drive method 

also requires the design of asymmetric shape deformation to 

break the “scallop theorem” [27] to produce 

non-reciprocating motion [28]. Gradient magnetic fields can 

be generated by position-controlled permanent magnets [29] 

or magnetic coils [30]-[32]. In contrast, there is no restriction 

on the structure of the microrobot when driven by a gradient 

magnetic field, and any structure can produce effective 

displacement. In addition, in order to reduce surface friction, 

the microrobot driven by a gradient magnetic field usually 

adopts a spherical or cylindrical structure [33]-[36].  

Swimming velocity is an important index to measure the 

performance of micro and nanorobots. In addition, for 

complex working environments, the auxiliary role of 

algorithms can enhance the control performance [37]-[41]. 

However, there are few studies on the velocity of micron 

robots driven by gradient magnetic fields in the current study. 

Based on this, this paper takes three sets of electromagnetic 

coils with different structures as the research object and 

analyzes the changes in magnetic induction intensity 

generated by them with the driving signal. In addition, the 

magnetic microsphere is driven by two kinds of iron core coils 

with different structures, and the changes in the swimming 

velocity of the microsphere with the driving signal and its 

parameters are analyzed. Finally, the coil with the largest 

value of magnetic induction strength under the same signal 

parameters was selected as the drive source for the drive 

control experiments of the microrobots. Through 

comprehensive analysis and in-depth discussion of the 

changes in magnetic induction intensity of coils with different 

structures, the relevant characteristics of these coils are 

identified. Subsequently, by systematically analyzing and 

discussing the variations in the microsphere swimming 

velocity when the signals and parameters change, the 

mechanism of the changes of microsphere swimming velocity 

under the dynamic gradient magnetic field is revealed. This 

provides the research basis for the next step to realize the 

diversified motion control of microrobots under the gradient 

magnetic field, promoting research progress in this field. 
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II. MATERIALS AND METHODS 

In order to investigate the variation of magnetic induction  

intensity generated by coils of different structures and the 

influence on the swimming velocity of microspheres, hollow 

coils with aluminum alloy as the skeleton, iron core coils 

wrapped with iron shell, and iron core coils without iron sheet 

were selected for testing and analysis. In order to simplify the 

expression, C1, C2, and C3 refer to the hollow coil with 

aluminum alloy as the skeleton, the iron core coil wrapped in 

an iron shell and the iron core coil without an iron sheet wrap, 

respectively. The basic parameters of the three types of coils 

are shown in Table I and Table II. 

 
TABLE I 

ELECTRICAL PARAMETERS OF THE COIL 

 Resistance 

Value (Ω) 

Inductance 

Value(mH) 

Capacitance 

Value(pF) 

C1 2.8 1.26 142 

C2 254.2 10000 -- 

C3 3.2 81.46 273.4 

 
TABLE II 

ELECTRICAL CHARACTERISTIC PARAMETERS OF THE COIL 

 Diameter 

(mm) 

Length 

(mm) 

Zero-Bias 

Signal 

Amplitude (V) 

Bias 

Voltage 

(V) 

C1 54 52 1.5 1.5 

C2 12 27 1.5 1.5 

C3 40 110 1.5 1.5 

 

The materials and equipment used in the experiment are as 

follows：Magnetic powder (product name, Debai magnetic 

powder, manufacturer, Shandong Powder Metallurgy Co., 

LTD.); Glycerol (Glycerol, analytically pure, relative 

molecular weight 92.09, Tianjin Zhiyuan Chemical Reagent 

Co., LTD.); Capillary glass tube (Model 3520 rectangular test 

tube, VitroCom); Power amplifier (Model ATA-304, Xi 'an 

Antai Electronic Technology Co., LTD.); Signal generator 

(RIGOL DG1022U); Imaging system (CCD industrial camera, 

Shanghai Zhiqi Industrial Co., LTD.); Tesla meter (Model 

HT20, manufactured by Shanghai Hengtong Magneto electric 

Technology Co., LTD.). 

 

III. MAGNETIC CHARACTERISTICS OF COILS 

C1, C2, and C3 were used as research objects to 

comprehensively analyze the effects of signal and parameter 

changes on magnetic induction intensity. Zero-bias square 

wave signal and 1.5V biased square wave signal are precisely 

applied to the three groups of coils, respectively, and the 

magnetic induction intensity generated by the three groups of 

coils is accurately obtained by meticulously changing the 

frequency of the signals. The results are shown in Fig. 1, 

where the frequency range of the application is 1 Hz to 100 Hz, 

and the interval is 5 Hz, aiming to capture detailed variations. 

In addition, C3 was taken as the research object to specifically 

analyze the influence of temperature on magnetic induction 

intensity. The magnetic induction intensity at different 

temperatures is obtained by conducting rigorous tests at 10 Hz 

under 1.5V offset square wave signal, and the results are 

shown in Fig. 1(d). Under the zero-bias square wave signal, 

the influence of signal duty ratio change on the direction of 

magnetic induction intensity is not considered, and only the 

influence of magnetic induction intensity magnitude is 

considered. When the duty ratio of the signal is changed, the 

duty ratio change range is 20% to 80% and the interval is 5%. 

The relationship between the duty ratio and magnetic 

induction intensity of the three groups of coils at different 

frequencies is shown in Fig. 2. The maximum frequency is 30 

Hz, and the minimum frequency is 1 Hz. Under the 1.5V 

offset square wave signal, the duty ratio varies from 20% to 

80% with an interval of 5%, and the minimum test frequency 

is 1 Hz and the maximum is 30 Hz. The magnetic induction 

intensities corresponding to the three groups of coils C1, C2, 

and C3 under different duty ratios are presented in Fig. 3. 

Zero-bias square wave signals were applied at 50%, 54%, 

58%, 60%, 70%, and 80% duty cycles, respectively, and the 

magnetic induction intensity generated by the three groups of 

coils C1, C2, and C3 was obtained by changing the frequency 

of the signals, as shown in Fig. 4. The results are presented in 

detail as follows. 

A. Study of Magnetic Induction Strength When Considering 

Temperature Rise 

It can be seen from Fig. 1(a) and Fig. 1(b) that under the 

zero-bias square wave signal and 1.5V offset square wave 

signal, the magnetic induction intensity generated by C1 and 

C2 decreases first. Then, with the increase of signal frequency, 

it becomes stable, and the stable frequency is 10 Hz or above. 

Among them, under the zero-bias square wave signal, the 

temperature rise of the C1 coil between 10 Hz and 100 Hz is 

16.3℃, and the decrease of magnetic induction intensity is 1 

mT. Also under the zero-bias square wave signal, the 

temperature of the C2 coil rises by 0.4℃ in the frequency 

range from 10 Hz to 100 Hz, and the magnetic induction 

intensity shows no decrease (0 mT). Under the 1.5 V offset 

square wave signal, the magnetic induction intensity of C1 

increases by 3 mT when the temperature drops by 29.3℃, and 

the magnetic induction intensity of C2 fluctuates by 1 mT 

when the temperature changes by 1.9℃. As can be observed 

from Fig. 1(c), under the zero-bias square wave signal, the 

magnetic induction intensity generated by C3 initially 

decreases and subsequently increases as the drive frequency 

rises. Likewise, as can be seen from Fig. 1(c), under the 1.5V 

biased square wave signal, the magnetic induction intensity 

produced by C3 first decreases and then remains stable as the 

drive frequency increases. Compared with C1 and C2, the 

temperature of C3 is constant, and the magnetic induction 

intensity does not fluctuate during the change of signal 

frequency. As is illustrated in Fig. 1 (d), with the temperature 

of C3 rising from 27℃ to 42℃, the magnetic induction 

intensity generated by the coil drops from 61.4 mT to 59.4 mT. 

The cumulative decrease during this temperature-increasing 

process is 2 mT. When a microsphere with a feature size of 

15μm is driven, it is found that the magnetic induction 

intensity that makes the microsphere move is exactly 2 mT. 

This shows that the influence of the temperature rise caused 

by coil heating on the magnetic induction intensity value 

cannot be ignored, so it is necessary to strictly limit the 

variation range of coil temperature.  
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(a)                                                                                          (b) 

                  
(c)                                                                                                (d) 

Fig. 1.  Relation between magnetic induction intensity and square wave signal frequency under zeros and 1.5V bias ((a), C1; (b), C2; (c), C3; (d), C3). 

 

In addition, comparing Figs. 1(a), 1(b), and 1(c), it is 

evident that the value of the magnetic induction intensity 

fluctuates as the temperature of the coil changes. Nevertheless, 

a small range of temperature fluctuations has no impact on the 

magnetic induction intensity of C1, C2, and C3 with 

variations in the signal frequency. This indicates that the coil 

exhibits a certain degree of tolerance to temperature changes. 

By comparing the magnetic induction intensities of C1, C2, 

and C3, it can be observed that the magnetic induction 

intensities of C1, C2, and C3 change similarly as the 

frequency increases under the bias square wave signal. Under 

the zero-bias square wave signal, as the frequency increases, 

the magnetic induction intensities of C1 and C2 differ 

significantly from that of C3. This reveals that when the coil 

structure and parameters are altered, the influence of 

frequency on the magnetic induction intensity is mainly 

manifested in positive and negative alternating signals. 

 

B. Influence of Duty Cycle Ratio on Magnetic Induction 

Intensity in Zero-Bias Signal 

It can be seen from Fig. 2 that under the zero-bias square 

wave signal, at 1 Hz, the magnetic induction intensities 

generated by C1, C2, and C3 do not change with the duty ratio. 

After exceeding 5 Hz, the magnetic induction intensity value 

is symmetrically distributed with the duty ratio of 50%, which 

decreases first and then increases with the increase of the duty 

ratio. At 5 Hz and 10 Hz, the magnetic induction intensity 

varies significantly with the duty cycle. However, when the 

frequency surpasses 10 Hz, the magnetic induction intensity 

varies minimally at the same duty cycle. Further observation 

reveals that when the frequency exceeds 10 Hz, the magnetic 

induction intensity generated by C1 and C2 fluctuates 

erratically as the frequency changes. However, the magnetic 

induction intensity of C3 exhibits obvious regularity. 

Specifically, when the duty cycle is close to 50%, the 

magnetic induction intensity steadily decreases with an 

increase in frequency; when the duty cycle is substantially less 

than or substantially greater than 50%, the magnetic induction 

intensity gradually increases with an increase in frequency, 

following distinct trends. 

A comparative analysis of Figs. 2(a), 2(b), and 2(c) 

indicates that, at the same frequency, the magnetic induction 

intensity changes of C1, C2, and C3 follow the same pattern. 

However, the curves of C1 and C2 fluctuate significantly, 

while those of C3 are smooth. Furthermore, the variation 

curves of the magnetic induction intensity of C1, C2, and C3 

with respect to the duty ratio at a constant frequency were 

observed. It is evident that the magnetic induction intensity 

value on the side where the duty ratio is greater than 50% is 

slightly smaller than that on the side where the duty ratio is 

less than 50%. This is mainly attributed to the temperature 

increase resulting from the coil’s long working time. The 

extended operation time leads to an accumulation of heat in 

the coil, which in turn affects the magnetic induction intensity. 
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(a)                                                                                                   (b) 

 
(c) 

Fig. 2.  Relation between magnetic induction intensity and duty cycle under zero-bias square wave signal ((a), C1; (b), C2; (c), C3). 

 

C. Influence of Duty Cycle Ratio on Magnetic Induction 

Intensity under Biased Signal 

It can be seen from Fig. 3 that under the biased square wave 

signal, the magnetic induction intensity generated by C1, C2, 

and C3 changes with the duty ratio and frequency in the same 

way. In particular, the magnetic induction intensity generated 

by C1, C2, and C3 exhibits distinct variation patterns 

concerning the duty cycle at different frequencies. 

Specifically, at 1 Hz, the magnetic induction intensity remains 

unchanged as the duty-cycle varies. When the frequency is 5 

Hz, it initially increases and then stabilizes as the duty-cycle 

rises. When the frequency exceeds 10 Hz, the magnetic 

induction intensity demonstrates an upward trend in concert 

with the increase of the duty cycle. Moreover, this increase in 

the magnetic induction intensity after the frequency exceeds 

10 Hz shows an approximately linear relationship. Further 

observation reveals that when the duty cycle is set at 70% and 

the frequency is 5 Hz, the magnetic induction intensity values 

of C1, C2, and C3 cease to increase with a further increase in 

the duty cycle. This is because when the duration of the bias 

square wave signal reaches 0.14 s, the peak magnetic 

induction intensity can still be detected. This finding indicates 

that this time length (0.14 s) represents the critical time at 

which the magnetic induction intensity transitions from an 

instantaneous value to an effective value. 

Combined with Fig. 2 and Fig. 4, it can be found that the 

magnetic induction intensity generated by C1 and C2 firstly 

decreases with the increase of frequency at a 50% duty cycle 

and then tends to zero. When the duty cycle is less than 50%, 

the magnetic induction intensity decreases first and then 

stabilizes at a certain value, and the stabilized value increases 

with the increase of the duty cycle. However, when the duty 

cycle is 50%, the magnetic induction intensity generated by 

C3 rapidly decreases with the increase of frequency and then 

tends to zero. When the duty cycle is near 50% (not exceeding 

54%), it first decreases with the increase of frequency and 

then tends to be stable. When the duty cycle exceeds 56%, it 

first decreases and then increases with the increase of 

frequency and then tends to be stable. The minimum value 

occurs at the signal frequency of 10 Hz. 

Additionally, as shown in Fig. 4(d), when the frequency 

range of the drive signal is further expanded, the following 

relationship emerges between the duty cycle, signal frequency, 

and magnetic induction intensity. Regardless of the duty cycle, 

once the frequency surpasses 100 Hz, wide-ranging changes 

in the signal frequency will not lead to significant variations in 

the magnetic induction intensity. This shows that the 

influence of frequency on magnetic induction intensity only 

occurs in the low-frequency range from 1 Hz to 100 Hz. A 

comparison of Figs. 4(a),  4(b), and  4(c) shows that when the 

duty cycle is no more than 56%, the magnetic induction 

intensities of C1, C2, and C3 vary with frequency in a similar 

manner. However, when the duty cycle exceeds 56%, the 

magnetic induction intensities of C1 and C2 remain constant, 

and their variation patterns stay unchanged. In contrast, as the 

frequency increases, the magnetic induction intensity of C3 

first decreases, then increases, and finally reaches a stable 

state. This indicates that the relationship between magnetic 

induction intensity and frequency is not only associated with 

the duty cycle but also depends on the coil structure. 

In conclusion, when the frequency is below 10 Hz, the 

magnetic induction intensities of C1, C2, and C3 decrease 

notably as the signal frequency rises, regardless of whether 

the signal is a zero-bias square wave or an offset square wave. 

This observation suggests that the decline in magnetic 

induction intensity as the signal frequency increases from 1 

Hz to 10 Hz is independent of the coil’s structure, holding for 

all three coil configurations. 
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(a)                                                                                               (b) 

 
(c) 

Fig. 3.  Relation between duty cycle and magnetic induction intensity under a biased square wave signal ((a), C1; (b), C2; (c), C3). 

 

                       
(a)                                                                                                                   (b) 

          
(c)                                                                                                                          (d) 

Fig. 4.  Relation between frequency and magnetic induction intensity under a biased square wave signal ((a), C1; (b), C2; (c), C3; (d), C3). 

 

Primarily, this is because the frequency changes at a slow 

pace. The coil can be operated at peak current, so the 

magnetic induction intensity also reaches its maximum at this 

time. When the frequency increases, the working current of 

the coil gradually changes from the peak value to the effective 

value, so the magnetic induction intensity value decreases 

rapidly. When the signal frequency reaches 10 Hz or higher, 

the magnetic induction intensities produced by C1, C2, and 

C3 under the biased square wave signal are independent of the 

frequency and solely depend on the signal’s duty cycle. These 

magnetic induction intensities all increase as the duty cycle 

rises. This is because after the signal frequency increases to 

10 Hz, the rise in the duty cycle of the signal is equivalent to 

increasing the effective current value of the input coil. The 
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increase in effective current will lead to an increase in 

magnetic induction intensity. 

When the signal frequency reaches 10 Hz or higher, the 

magnetic induction intensity generated by C1, C2, and C3 

under the zero-bias square wave signal decreases first and 

then increases as the duty cycle rises. In this variation process, 

the magnetic induction intensity reaches its minimum at a 

50% duty cycle and exhibits symmetry around this 50% duty 

cycle. This is primarily attributed to the fact that when the 

duty cycle is adjusted under the zero-bias signal, the 

proportion of positive and negative alternating signals within 

one cycle varies. The magnitude of the effective current that 

the coil can generate depends on the disparity in the 

proportion of positive and negative alternating signals. This 

disparity is defined as “net-output.” Owing to the coil’s 

inductance, when the net output is zero, the coil exhibits 

characteristics similar to those of a sinusoidal signal. At that 

moment, the value of the magnetic induction intensity attains 

its minimum. When the net output increases, the duty ratio 

either increases or decreases. This increase in net output is 

equivalent to increasing the effective current of the system, 

and thus the magnetic induction intensity value increases. 

Under the zero-bias signal, when the signal frequency 

increases to more than 10 Hz, the magnetic induction intensity 

generated by C1 and C2 varies with the increase in frequency 

at different duty cycles. More precisely, it initially decreases 

and then stabilizes. The magnetic induction intensity 

produced by C3 is different from that of C1 and C2. When the 

duty cycle is 50%, as the signal frequency increases, the 

magnetic induction intensity generated by C3 diminishes. 

When the duty cycle is 54%, the magnetic induction intensity 

generated by C3 does not change with the increase of the 

driving signal frequency. When the duty cycle exceeds 54%, 

the magnetic induction intensity generated by C3 increases 

first and then stabilizes with the increase of frequency. This 

phenomenon is primarily associated with the structural 

parameters of the coils and the material composition of the 

iron core. These factors, which render the resistance, 

capacitance, and inductance values of the coils distinct, also 

bring about significant differences in the equivalent circuit 

models of the coils. 

IV. SWIMMING VELOCITY OF MICROSPHERES 

C2 was employed as the driving source to measure the 

swimming velocities of microspheres with characteristic sizes 

of 21 μm, 39.5 μm, 49 μm, 62.9 μm, 69.9 μm, and 83.9 μm in 

a glycerol-water mixture, respectively. The outcomes are 

presented in Fig. 5(a). The proportion of deionized water in 

the glycerol solution was adjusted to create a fluid 

environment with varying viscosities. Subsequently, a 

swimming velocity test was carried out on microspheres with 

a characteristic size of 21 μm. The results are presented in Fig. 

5(b). A sine wave signal, a zero-bias square wave signal, and a 

biased square wave signal were separately applied to measure 

the swimming velocity of the microsphere within the 

frequency range spanning from 1 Hz to 100 Hz. The outcomes 

of these measurements are presented in Fig. 5(c). 

C3 was used as the driving source to test the swimming 

velocity of a microsphere with a characteristic size of 6.46 μm 

in a pure glycerol environment. The results of this test are 

shown in Fig. 6. Among these scenarios, when the signal duty 

cycle is set at 80% and the frequency ranges from 1 Hz to 3 

MHz, the measured swimming velocity of the microsphere is 

presented in Fig. 6(a) and (b). An offset square wave signal 

was imposed, and the duty cycle changed from 20% to 80%. 

The swimming velocity of the microsphere at various 

frequencies was measured, as depicted in Fig. 6(c). A 

zero-bias square wave signal was applied. Subsequently, the 

duty cycle ranged from 20% to 80%, and the swimming 

velocity of the microsphere at different frequencies was 

measured, as shown in Fig. 6(d). A sinusoidal signal and a 

50% duty cycle zero-bias square wave signal were separately 

applied to measure the swimming velocity of the microsphere 

at different frequencies. The results of these measurements 

are shown in Fig. 6(e). Tests were carried out at 1 Hz, 5 Hz 

and 10 Hz with 1.5V offset square-wave signals. The 

swimming velocity of the microsphere at different 

temperatures was measured, and the results are shown in Fig. 

6(f). 

A. The Swimming Velocity under C2 Drive 

As shown in Fig. 5(a), as the microsphere’s size increases, 

its swimming velocity rises. This is because a larger size leads 

to increased magnetization, thus an increased magnetic 

driving force exerted on the microsphere. As a consequence, 

the swimming velocity of the microsphere increases. As can 

be seen from Fig. 5(b), when the viscosity of the liquid 

increases, the swimming velocity of the microsphere 

decreases. This is because with the increase in liquid viscosity, 

the liquid resistance of the microsphere increases while the 

driving force remains unchanged, so the swimming velocity 

decreases. As can be observed from Fig. 5(c), under 

sinusoidal, zero-bias square wave, and biased square wave 

signals, the microsphere’s moving velocity is associated with 

the signal frequency. More precisely, the microsphere’s 

moving velocity declines as the signal frequency rises. This is 

due to the use of C2 as the driving source. Consequently, the 

magnetic induction intensities generated by a sinusoidal, a 

zero-bias square wave, and a biased square wave signal all 

decline as the signal frequency rises. In turn, the magnetic 

driving force is reduced, and finally, the swimming velocity of 

the microsphere is reduced. 

However, the velocity curves of the microsphere under 

zero-bias and biased square-wave signals intersect. This 

intersection occurs at low signal frequencies, where both 

polarities of the zero-bias square wave generate an effective 

driving force. As a result, the influence of coil inductance can 

be neglected. Unlike the biased square wave, the zero-bias 

square wave has no zero-signal period. This characteristic 

leads to a higher microsphere velocity. As the frequency 

increases under the zero-bias square wave, the coil's inductive 

reactance rises due to the alternating signal. This causes the 

driving force generated by the coil to decline rapidly, 

resulting in a sharp decrease in the microsphere’s velocity. 

Conversely, under the biased square wave signal, when the 

frequency increases, the effective driving force generated by 

the coil does not change significantly. Thus, the velocity of 

the microsphere decreases but remains higher than that of the 

microsphere under the zero-bias square wave signal. 
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 Fig. 5.  Change curve of swimming velocity of microsphere driven by C2. (a) The swimming velocity varies with the feature size of the microsphere; (b) The 

velocity of swimming varies with the viscosity of the liquid; (c) The microsphere velocity varies with the signal frequency. 

 

However, the velocity curve of the microsphere under the 

zero-bias square wave signal intersects with that under the 

biased square wave signal. This phenomenon can be ascribed 

to the situation at low signal frequencies. At low signal 

frequencies, both the positive and negative components of the 

zero-bias square wave signal can generate an effective driving 

force. So the influence of coil inductance can be neglected. In 

contrast to the biased square wave signal, the zero-bias square 

wave lacks a zero-signal period throughout the entire signal 

cycle. As a consequence, the swimming velocity of the 

microsphere is higher. Under the zero-bias square wave signal, 

as the frequency further increases, the inductive reactance of 

the coil increases under the positive-negative alternating 

signal. This causes the driving force generated by the coil to 

decline rapidly, resulting in a sharp decrease in the 

microsphere’s velocity. Conversely, under the biased square 

wave signal, when the frequency increases, the effective 

driving force generated by the coil does not change 

significantly. Thus, the velocity of the microsphere decreases 

but remains higher than that of the microsphere under the 

zero-bias square wave signal. 

B. Swimming Velocity with C3 Drive 

As can be observed from Fig. 6(a), under the zero-bias 

square wave signal, the swimming velocity of the microsphere 

varies with frequency. Similarly, the magnetic induction 

intensity of C3 in Fig. 1(c) varies with frequency. The 

frequency-dependent variation pattern of the microsphere’s 

swimming velocity is identical to that of C3’s magnetic 

induction intensity. This pattern shows that it first declines, 

then rises, and finally stabilizes. It indicates that the variation 

in the microsphere’s swimming velocity under a zero-bias 

square wave signal is predominantly attributed to a particular 

cause. This cause is the alteration in magnetic induction 

intensity engendered by the variation in the signal. It can be 

seen from Fig. 6(b) that under the biased square wave signal, 

the swimming velocity of the microsphere changes with the 

increase of the signal frequency. Specifically, the swimming 

velocity first increases and then becomes stable.  

In contrast, the magnetic induction intensity of C3 in Fig. 

1(c) first decreases and then gradually becomes stable with 

the increase of the frequency, showing a different trend from 

that of the swimming velocity. This is because, under the 

biased square wave signal, the magnetic induction intensity 

generated by C3 is alternately changed by “on-off.” When the 

frequency is low, the microsphere has an obvious pause and a 

continuous, constant-pressure moving process. When the 

signal frequency increases, the “on-off” alternating change 

period of the magnetic induction intensity generated by the 

coil per unit time increases. During the signal-alternating 

period, owing to the hysteresis characteristics of C3, the 

microsphere still undergoes a small displacement at the 

instant of a signal alternation. Consequently, the 

microsphere’s moving velocity rises. When the frequency 

increases to a certain value, the swimming motion of the 

microsphere under the biased square wave signal is 

approximately continuous. Therefore, the no-signal period in 

the “on-off” alternation no longer has a significant influence 

with the increase of frequency, so the swimming velocity of 

the microsphere begins to stabilize. In addition, it can be 

found from Fig. 6 (a) and (b) that there is a specific situation 

regarding the signal frequency. When the signal frequency 

exceeds 100 Hz and reaches a maximum of 3 MHz, the 

swimming velocity of the microsphere remains constant and 

does not change with the frequency. Furthermore, during the 
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process of frequency variation, the cumulative temperature 

change of the coil exerts no notable impact on the velocity of 

the microsphere. This implies that the effect of frequency on 

the velocity of the microsphere is confined to the 

low-frequency stage. 

It can be seen from Fig. 6(c) that under the conditions of 1 

Hz and 5 Hz, the swimming velocity of the microsphere 

increases steadily with the increase of duty ratio, which is 

exactly the same as that at 10 Hz and 15 Hz. Nevertheless, at 1 

Hz, the magnetic induction intensity generated by C3 remains 

completely invariant with the increased duty ratio. At 5 Hz, 

before the duty ratio reaches 65%, the magnetic induction 

intensity generated by C3 rises gradually with the increase in 

duty ratio. Once the duty ratio attains 65%, it ceases to vary. 

This is because, at 1 Hz, the signal varies at a notably slower 

rate. Even with a 20% duty cycle, the signal duration is able to 

reach 0.2 s, so the signal is easily detectable. When the 

frequency rises to 5 Hz, the time of a single signal cycle 

shortens to 0.2 s. In this case, when the duty cycle is below 

65%, the duration of the effective signal is below 0.13 s. 

Under such circumstances, the magnetic induction intensity 

varies markedly due to the hysteresis effect of the coil and the 

hysteresis effect resulting from the duty cycle change. As the 

duty cycle keeps increasing, the duration of the effective 

signal grows to over five-fold the time constant, and the 

impact of the hysteresis effect gradually diminishes. 

Consequently, the magnetic induction intensity remains 

unchanged. 

As can be observed from Fig. 6(d) and 2(c), under the 

zero-bias square wave signal, the swimming velocity of the 

microsphere remains consistently constant with the increase 

in duty ratio at 1 Hz. Similarly, under the zero-bias square 

wave signal at 1 Hz, the magnetic induction intensity 

generated by C3 shows absolutely no variation with the 

increase in duty ratio. At a frequency of 5 Hz, the magnetic 

induction intensity first declines and then gradually ascends 

with an increasing duty ratio. However, the swimming 

velocity of the microsphere remains invariant with increasing 

duty ratio. That is because when the signal frequency is low, 

the positive and negative alternations of the signal are 

equivalent to the effect of simply two constant-amplitude 

inverse DC signals. 

 

                        
(a)                                                                                                    (b) 

                    
(c)                                                                                                 (d) 

                      
(e)                                                                                                (f) 

Fig. 6.  Change curve of swimming velocity of microspheres driven by C3. (a) The swimming velocity when the frequency changes under zero-bias signal; (b) 

The swimming velocity when the frequency changes under a 1.5V bias signal; (c) The swimming velocity of 1.5V bias signal varies with the signal duty ratio; 

(d) Change of swimming velocity with duty ratio under zero-bias signal; (e) The swimming velocity at 50% duty cycle varies with the signal frequency;(f) The 

variation of swimming velocity when the temperature changes. 
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Moreover, the ratio of these two signals changes in a 

predictable pattern. Consequently, the swimming velocity of 

the microsphere remains unaffected by the duty ratio, 

maintaining a stable value. When the frequency increases to 5 

Hz, the duration of the single-period signal is shortened to 0.2 

s. In addition, the magnetic-field-modulation effect caused by 

signal alternations or reversals starts to influence the 

amplitude of the magnetic induction intensity, leading to 

observable fluctuations. However, the alternating magnetic 

field generated by the signal with polarity reversals serves as 

an effective driver for the microsphere. Therefore, when the 

signal’s duty cycle changes, the magnetic induction intensity 

varies in tandem. Meanwhile, the microsphere velocity 

continues to be unaffected by the duty ratio, staying consistent. 

When the signal frequency exceeds 10 Hz, the magnetic 

induction intensity generated by C3 and the swimming 

velocity of the microsphere exhibit the same variation pattern 

when the duty ratio changes. As the duty ratio increases, both 

initially decline and then ascend in a characteristic pattern. 

In addition, in combination with Fig. 6 (e), when a 

zero-bias square wave signal with a 50% duty cycle is applied, 

the swimming velocity of the microsphere drops rapidly as the 

frequency increases. This is the same as that of the variation 

trend of the swimming velocity as the frequency increases 

under a sinusoidal signal. Moreover, as the frequency 

increases, the behavior of the microsphere changes 

significantly. When the frequency reaches 45 Hz, the 

microsphere almost no longer swims. This change manifests 

in two aspects: First, the zero-bias square wave signal at a 

50% duty cycle can be approximated to a sinusoidal signal 

because of their similar harmonic components. Second, the 

frequency-varying AC characteristic of the zero-bias square 

wave signal determines the variation law of the microsphere’s 

motion velocity when the signal changes, affecting its driving 

efficiency. 

It can be seen from Fig. 6(f) that the swimming velocity of 

the microsphere, under the biased square wave signal, 

remains relatively stable when the coil temperature increases 

within the range of 31℃ to 35℃. Moreover, under different 

temperature conditions, the swimming velocity of 

microspheres at 10 Hz is greater than that at 5 Hz. Similarly, 

the velocity at 5 Hz is greater than that at 1 Hz. This shows 

that variations in a small temperature range do not affect the 

relationship between the signal frequency and the swimming 

velocity of the microsphere. Therefore, when the swimming 

velocity of the microsphere is controlled by adjusting the 

signal parameters, the coil can withstand a small temperature 

rise. 

Research on coils with different structures shows that under 

both 1.5V biased and zero-biased square wave signals, 

adjusting the frequency and duty cycle of the driving signal 

can alter the coil's magnetic induction intensity. This change 

in magnetic induction intensity effectively enables adjustment 

of the microsphere's velocity, providing a reliable means of 

velocity control. However, at 1 Hz and 5 Hz, when the signal 

duty cycle changes, the magnetic induction intensity does not 

correlate with the microsphere's locomotion velocity. 

Similarly, when the frequency is changed from 1 Hz to 100 Hz 

at an 80% duty cycle, there is no correspondence between the 

magnetic induction intensity and the microsphere's swimming 

velocity. The results demonstrate two key points. First, in the 

low-frequency stage, changes in magnetic induction intensity 

with signal parameters do not mirror the variation pattern of 

the microsphere's swimming velocity. Second, the same 

situation occurs when the positive-negative signal ratio is 

large. By comparing C1, C2, and C3, it is evident that when 

the frequency of the drive signal is adjusted under different 

duty ratios, the variation patterns of magnetic induction 

intensity differ substantially. This indicates that changing the 

coil's structure induces significant alterations in its equivalent 

circuit model due to differences in the coil's physical 

parameters. 

 

 
Fig. 7.  Motion and control of microspheres. A is the driving experiment of a single microsphere, i is the initial state of a single microsphere, and ii is the letter 

“YSU” presented by the microsphere pushing the obstacle. B Multi-microsphere control experiment. 
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V. MOTION CONTROL OF MICROSPHERE ROBOT 

To validate the actuation performance of the microsphere, 

a 30 μm diameter microsphere was driven in anhydrous 

glycerol while a zero-bias square wave signal was applied. 

The randomly distributed rod-shaped goods were transported, 

and the three letters “YSU” were eventually placed, as shown 

in Fig. 7A. Furthermore, to further explore the locomotion 

characteristics of microspheres under alternating magnetic 

signals, a cluster of three microspheres was driven to transport 

randomly distributed cargo. The results are presented in Fig. 

7B. 

As shown in Fig. 7A, under a zero-bias square wave signal 

with an 80% duty cycle, the microsphere can move the 

rod-shaped cargo by “pushing” and “jacking.” When the 

goods arrive at the designated position, the microsphere 

propels itself in the opposite direction of the rod-shaped 

goods to achieve the separation of the microsphere and the 

goods. Moreover, it achieves the small-angle rotation of the 

microbar by pushing one end of the rod-shaped goods. The 

microrod transport experiments show that a single 

microsphere possesses locomotive and actuation capabilities. 

As shown in Fig. 7B, actuated by a zero-bias square wave 

signal, the three microspheres can assemble into a trimer 

structure, and their structure simultaneously can be altered by 

alternating signals. At the initial moment, the three 

microspheres are coaxial, in a small-large-small arrangement 

with the big ball in the middle and the small balls on both 

sides (as shown in Fig. 7B-i). Then, through kinematic 

transformation, the big ball is relocated to one side, and the 

three balls still maintain the coaxial, small-small-large 

arrangement (as shown in Fig. 7B-ii). Subsequently, after 

further changes, the three spheres are tightly packed in the 

patterned configuration (as shown in Fig. 7B-iii). In addition, 

by changing the frequency of the signal, the separation of the 

microspheres can be achieved, and the trimer structure can be 

further transformed into a gourd-shaped dimer (as shown in 

Fig. 7B-iv). As shown in Fig. 7B-v and 7B-vi, in the 

gourd-shaped form, the dimer microspheres accomplished the 

transportation of a substantial quantity of random goods and 

rearranged the three capital letters “YSU.” 

 

VI. CONCLUSIONS 

In order to explore the key factors affecting the swimming 

velocity of the microsphere, several experimental analyses 

were carried out. First, a comparative analysis of the magnetic 

induction intensity of the three coils C1, C2, and C3 was 

conducted. Subsequently, the swimming velocity of the 

microsphere under C2 and C3 was analyzed, and a 

microsphere driving experiment employing C3 as the driving 

source was carried out. Through these comprehensive 

experimental analyses, the following conclusions can be 

drawn. 

1. The coil structures vary. Consequently, their capacitance, 

inductance, and resistance vary considerably. As a result, the 

respective equivalent circuit models differ markedly, and the 

magnetic induction produced by individual coils also varies 

significantly. At the same time, under the zero-bias square 

wave signal, when the signal duty cycle is altered, the 

magnetic induction intensity produced by the coil exhibits 

substantial variations with the frequency. This is due to the 

inherent electrical and magnetic properties associated with 

the coil structure.  

3. Under the zero-bias square wave signal, when the signal 

frequency exceeds 10 Hz, as the duty cycle of the signal is 

adjusted, the magnetic induction intensity and the swimming 

velocity of the microsphere vary in accordance with the same 

pattern. Separately, the swimming velocity of the microsphere 

reaches a steady-state condition. 

4. Under the zero-bias square wave signal, multiple 

microspheres can aggregate into a polymeric structure via 

mutual attraction. In the gourd-shaped polymeric structure, 

modification of the structure and effective goods 

transportation can be achieved by controlling the alternating 

signal and the collective action of the microspheres. 

Moreover, a single microsphere can also transport goods. 
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