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Abstract—The chiller serves as the core component of an
industrial cooling system, with the cooling water inlet flow
acting as a key indicator of the unit’s operational status. As in-
dustrial production scales up and intelligent processes continue
to evolve, traditional methods for real-time monitoring and
anomaly detection of cooling water flow have proven inadequate
due to their limitations in both accuracy and efficiency. We
propose TCNAtten, a real-time monitoring approach based
on time series classification (TSC), to address this challenge.
This method classifies the collected cooling water flow data
into different categories corresponding to actual operating
conditions and utilizes the dilated convolutional structure of a
Temporal Convolutional Network (TCN) to effectively capture
multi-scale temporal features and dependencies across varying
time scales. Furthermore, an attention mechanism is integrated
to adaptively focus on the time steps that significantly influence
the output, thereby enhancing the model’s capability to capture
long-term dependencies. Experimental results demonstrate that
TCNAtten achieves superior accuracy and real-time respon-
siveness, enabling rapid and effective detection of changes in
chiller flow rates. This research presents a novel intelligent
monitoring and control solution in industrial cooling systems.
It is important in advancing the intelligent management and
optimization of industrial cooling systems.

Index Terms—time series classification, deep learning, real-
time response, real-time monitoring.

I. INTRODUCTION

ITH the acceleration of industrialization and the
W continuous expansion of production scales, real-time
monitoring and data analysis of industrial equipment have
become increasingly vital in modern industrial production.
Equipment’s health, operational efficiency, and safety are
directly linked to production stability and economic per-
formance. By continuously monitoring key operational pa-
rameters and analyzing real-time data, potential faults or
anomalies can be detected early, preventing equipment down-
time and damage and enhancing overall system efficiency.
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In this context, the chiller is a core component of industrial
cooling systems, making its operational monitoring particu-
larly critical. By circulating cooling water, chillers manage
heat loads and ensure the stable operation of equipment
and production processes. They are extensively employed
across various sectors—manufacturing, chemical process-
ing, electronics, food production, and pharmaceuticals—all
requiring precise temperature control and high equipment
reliability. For example, in manufacturing, chillers provide
cooling for injection moulding machines and moulds; in the
chemical industry, they regulate the temperature of reactors;
in electronics, they cool laser devices; and in food and
pharmaceutical industries, they maintain controlled produc-
tion environments. The reliable performance of chiller units
is essential for ensuring uninterrupted production, with the
inlet flow of cooling water serving as a key indicator of
operational status. Real-time monitoring of flow rate fluctu-
ations enables the early identification of anomalies, allowing
timely preventive interventions that improve efficiency and
operational stability. However, traditional flow monitoring
approaches have relied on manual inspections or experience-
based threshold settings. While these methods offer basic
monitoring capabilities, they often fail to accommodate the
complexity and variability of modern industrial environ-
ments. Delayed response times, false alarms, and missed de-
tections undermine monitoring accuracy and responsiveness.
In contemporary industrial settings, the rapid advancement
of Internet of Things (IoT) technologies has accelerated the
transition toward intelligent factories [1]. The proliferation of
sensors has resulted in exponential data growth, expansive
data streams, and increasingly stringent real-time perfor-
mance requirements. Constrained by limited data-handling
capabilities, traditional monitoring methods frequently fall
short of meeting the demands for efficient and accurate
anomaly detection in complex industrial environments. Con-
sequently, there is a pressing need for advanced technologies
to overcome these limitations and enhance the precision and
responsiveness of industrial monitoring systems.

In recent years, TSC methods based on machine learning
and deep learning have increasingly emerged as effective
tools for system monitoring. TSC is a technique used to
analyze time series data, aiming to assign data samples
from different time intervals to predefined categories. By
training models to identify patterns and temporal trends, TSC
methods enable the recognition of recurring changes within
the data, thereby facilitating state prediction and anomaly
detection. TSC has already been successfully applied across
various domains, including structural health monitoring [2],
marine gas emission tracking [3], and pavement damage
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detection [4]. By leveraging large volumes of historical data,
these methods automatically learn equipment operational
patterns and distinguish between normal and abnormal states,
thereby improving monitoring systems’ accuracy and reli-
ability. In particular, deep learning-based models—such as
Recurrent Neural Networks (RNN) [5] and Convolutional
Neural Networks (CNN) [6]—have demonstrated notable ad-
vantages in handling time series data, especially when deal-
ing with complex nonlinear dynamics and high-dimensional
datasets. Among them, the TCN [7] has emerged as a pow-
erful architecture specifically designed to address the unique
characteristics of time series data by enhancing the structure
of conventional CNN. Its structural design is illustrated
in Fig. 1. TCN utilizes causal convolution, which ensures
that future information does not influence past predictions,
preserving the integrity of time-dependent forecasting. More-
over, dilated convolution expands the receptive field, enabling
the model to capture long-range dependencies effectively.
Incorporating residual connections mitigates the vanishing
gradient problem commonly encountered in deep networks
and significantly improves training efficiency through parallel
computation. Compared to RNN-based models, TCN offers
superior computational efficiency and more stable gradient
propagation while maintaining the capacity to model tempo-
ral dynamics. These advantages make TCN well-suited for
real-time processing of high-speed data streams in industrial
applications.
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Fig. 1. Structures of TCN

Despite significant advancements in anomaly detection
methods based on TSC, several challenges remain in prac-
tical industrial applications. First, traditional classification
approaches rely on offline analysis and predefined feature ex-
traction. While these methods perform adequately in static or
slowly evolving environments, their computational efficiency
and responsiveness often become major bottlenecks when
dealing with massive real-time data streams and meeting
stringent decision-making requirements. Furthermore, tradi-
tional models struggle to adapt to emerging anomaly patterns

in dynamically changing operational contexts, resulting in
limited flexibility and adaptability in real-world applications.
Second, although deep learning models have demonstrated
exceptional capabilities in handling complex data structures,
their high computational complexity and prolonged training
times significantly hinder their deployment in industrial mon-
itoring systems where real-time performance is paramount.
When faced with large-scale data, these models’ substantial
computational resource demands further constrain their appli-
cability in resource-limited industrial settings. Consequently,
there is growing interest in developing efficient models that
achieve high classification accuracy while reducing compu-
tational overhead and enhancing real-time responsiveness.
Such models must be capable of processing large-scale real-
time data streams efficiently and precisely while demonstrat-
ing high sensitivity to anomalous patterns to enable early
fault detection and rapid response. This would allow for
accurate fault warnings and significantly enhance system
stability and operational efficiency. Designing an efficient
real-time monitoring model is essential for improving the
performance of industrial monitoring systems and represents
a crucial step toward intelligent system evolution. Moreover,
it is a prerequisite for achieving safer, more efficient, smarter
industrial production environments.

To address these challenges, we propose TCNAtten, a
deep learning-based TSC method for real-time monitoring
of chiller cooling water inlet flow. The proposed approach
begins by collecting historical inlet flow data, followed by
essential preprocessing steps such as denoising and normal-
ization. These procedures are designed to eliminate noise in-
terference and standardize data scales, ensuring high quality
and usability. Subsequently, the data are categorized accord-
ing to actual operational conditions to establish a reliable
foundation for downstream modelling and analysis. Temporal
features within the flow data are extracted using a TCN,
which, through its deep convolutional architecture and di-
lated convolution mechanism, effectively models long-range
dependencies and identifies intricate patterns in time series
data. Furthermore, an attention mechanism [8] is integrated
to enhance the model’s ability to automatically focus on the
most informative aspects of the input, thereby improving
sensitivity to abnormal fluctuations in high-dimensional data.
This integration strengthens the model’s capacity to detect
anomalous states accurately. By combining TCN with an at-
tention mechanism, the proposed TCNAtten model efficiently
captures temporal dynamics and dynamically adjusts its fo-
cus based on the relative importance of different data points.
This enables precise identification of abnormal fluctuations,
facilitating real-time monitoring and fault detection in chiller
systems. Experimental results demonstrate that TCNAtten
outperforms the state-of-the-art TSC method HIVE-COTE
2.0 (HC2) [9] and the high-speed classification algorithm
MiniRocket [10] in terms of classification accuracy, real-
time performance, and robustness. The model effectively
addresses the nonlinear characteristics and temporal depen-
dencies inherent in flow data, enabling real-time anomaly
detection and providing valuable support for fault prediction
and maintenance decision-making. These capabilities signif-
icantly enhance system efficiency and operational stability,
underscoring the model’s strong potential for practical de-
ployment in industrial monitoring applications.
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II. RELATED WORK

In the real-time monitoring of chiller units, traditional
methods—such as threshold-based settings, rule-based rea-
soning, and expert-driven approaches—have played an im-
portant role in basic fault detection and system monitoring.
However, as system complexity increases and environmental
conditions become more dynamic, these conventional tech-
niques increasingly reveal their limitations. Specifically, they
often fail to effectively handle nonlinear faults, fluctuating
operating conditions, and variable loads. Furthermore, in
situations involving multiple simultaneous faults, dynami-
cally changing equipment states, and intricate interactions
among environmental factors, fixed-threshold and rule-based
monitoring approaches struggle to provide timely responses
and lack the adaptability and robustness required for reliable
system oversight. Consequently, there is a pressing need for
intelligent, real-time monitoring technologies that can adapt
to complex and evolving operational conditions to ensure
the efficient performance and health management of chiller
systems.

The core of modern real-time monitoring technology
lies in the dynamic acquisition of various chiller sensor
data—such as temperature, pressure, flow rate, and power
consumption—followed by real-time analysis and feedback
to detect abnormalities or operational failures promptly. With
technological advancements, current monitoring systems ex-
tensively leverage various advanced tools. For example, the
cooling efficiency of a chiller unit can be estimated and
monitored using soft sensors [11]. However, this method typ-
ically requires evaluating multiple algorithms to identify the
optimal solution, increasing implementation complexity. In
addition, techniques based on Principal Component Analysis
(PCA) support dynamic monitoring and trend visualization
of chiller performance [12]. Nonetheless, due to PCA’s high
computational cost, its real-time performance significantly
degrades when applied to large feature sets or high-volume
datasets, making it difficult to satisfy the requirements of
high-frequency data streams. While these modern monitoring
methods have improved system intelligence and addressed
several shortcomings of traditional approaches, achieving an
optimal balance among computational complexity, real-time
responsiveness, and accuracy in large-scale data scenarios
remains a major challenge. Against this backdrop, TSC
techniques are emerging as a promising solution. By learning
temporal features from historical data, TSC can construct a
mapping between equipment states and time-series patterns,
enabling real-time fault mode identification. Compared to
traditional methods, TSC automatically extracts meaningful
features from raw data and adapts more effectively to com-
plex and evolving operating conditions. By leveraging ex-
tensive historical datasets, TSC can more accurately identify
various fault modes and detect potential risks in advance,
supporting early warning mechanisms. Moreover, TSC can
capture both long-term dependencies and localized patterns
in time-series data, enhancing the adaptability and reliability
of monitoring systems operating in dynamic and complex
industrial environments.

However, despite the considerable advantages of TSC
methods in monitoring systems, they still face several chal-
lenges—particularly in real-time processing, computational

complexity, and storage efficiency. Real-time monitoring
systems must handle massive volumes of time-series data,
especially when equipment operates continuously, or mul-
tiple devices are monitored concurrently. Efficiently stor-
ing and processing such large-scale data while ensuring
rapid training and inference of classification models has
become a critical concern. Traditional TSC approaches, in-
cluding those based on Shapelets, dictionary learning, and
distance metrics, often suffer from excessive computational
demands. For instance, Shapelet-based methods [13], [14],
[15], [16] classify time-series data by identifying key dis-
criminative subsequences (Shapelets), often achieving high
classification accuracy. However, their computational com-
plexity grows exponentially with the number of candidate
Shapelets, severely degrading real-time performance. Simi-
larly, distance metric-based methods [17], [18], [19], which
rely on similarity measures (e.g., Euclidean distance, Dy-
namic Time Warping (DTW)) for classification or clustering,
are conceptually straightforward and theoretically robust.
Nevertheless, they incur substantial computational overhead
when applied to high-frequency data streams, limiting their
real-time applicability. Dictionary-based methods [20], [21],
[22] represent time-series data using a learned dictionary of
feature patterns. While effective in certain contexts, these
methods require frequent dictionary construction and updates
in streaming environments, consuming significant compu-
tational resources and negatively impacting system perfor-
mance. Feature-based methods [23], [24], which classify
time-series data by extracting statistical features (e.g., mean,
variance, skewness, kurtosis) or frequency-domain features
(e.g., Fourier transform, Wavelet transform), offer advantages
in specific scenarios. However, they still struggle with high
data dimensionality, strict real-time constraints, and complex
feature selection processes.

In recent years, deep learning-based TSC methods—such
as CNN and Long Short-Term Memory (LSTM) net-
works—have attracted increasing attention due to their ability
to learn complex patterns from time-series data. However,
their practical deployment remains constrained by high com-
putational costs and prolonged training times. For example,
LSTM-based models [25] are effective at capturing long-
term temporal dependencies, but they demand substantial
computational resources, particularly when processing long-
sequence data. Although CNN-based approaches [26] excel
at extracting local features, real-time processing of high-
dimensional time-series data continues to pose a signifi-
cant challenge. Transformer-based methods [27], [28], which
leverage self-attention mechanisms, are capable of modelling
long-range dependencies while mitigating gradient vanishing
and exploding problems commonly associated with tradi-
tional RNCNNNs and LSTMs. Nevertheless, they still suffer
from high computational overhead, limited real-time perfor-
mance, and substantial memory usage—especially in large-
scale data stream scenarios with strict latency requirements.

Researchers have also attempted to adopt ensemble
methods to improve classification performance and model
generalization. Such as HC2, combine multiple classi-
fiers—including Temporal Dictionary Ensemble (TDE) [29],
Diverse Representation Canonical Interval Forest (DrCIF)
[9], Random Convolutional Kernel Transform (ROCKET)
[30], and Shapelet Transform Classifier (STC) [31]—to en-
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hance classification performance through weighted voting.
However, training multiple sub-models incurs significant
computational and storage overhead, adversely impacting
real-time responsiveness. InceptionTime (InceptionT) [32]
attempts to balance computational efficiency and classifica-
tion accuracy by integrating five deep learning-based classi-
fiers, thus improving TSC performance in real-time contexts.
Meanwhile, MiniROCKET has emerged as one of the fastest
classifiers, delivering extremely low-latency predictions. In
contrast, although HC2 remains one of the most accurate
classifiers, it suffers from high computational complexity,
long training times for lengthy sequences, and slower in-
ference speed. Several other state-of-the-art classifiers have
also demonstrated strong performance in TSC. FreshPRINCE
[33], a feature-based method, effectively captures discrimi-
native characteristics from time-series data. MultiROCKET
[34], a convolutional kernel-based approach, efficiently ex-
tracts local features using an optimized convolutional ker-
nel structure. Hydra [35], a hybrid dictionary—-ROCKET
architecture, allows flexible replacement of ROCKET with
MiniROCKET or MultiROCKET to adjust for speed and
accuracy. The Random Dilated Shapelet Transform (RDST)
[36], a shapelet-based classifier, identifies key subsequences
to enhance classification precision. WEASEL 2.0 [37], a
dictionary-based method, decomposes time series into sub-
sequences or symbolic vocabularies and uses their frequency
distributions for classification.

In summary, although TSC methods provide a more in-
telligent and efficient solution for real-time monitoring, their
widespread adoption in practical applications remains con-
strained by challenges related to real-time performance, com-
putational complexity, and storage demands. Future research
should focus on improving algorithmic efficiency, reducing
computational overhead, and enhancing model adaptability
and robustness to meet the growing requirements for real-
time processing, high accuracy, and scalability in industrial
environments—while maintaining classification precision.
By integrating multidisciplinary approaches such as edge
computing, distributed computing, and lightweight model
design, TSC technologies can be further advanced to enable
broader deployment in industrial monitoring systems. These
advancements would offer strong technical support for the
intelligent operation and maintenance of chillers and other
industrial equipment, ultimately enhancing overall system
efficiency and reliability.

III. TCNATTEN FRAMEWORK

To enable real-time monitoring of the cooling water in-
let flow rate in chiller systems, this paper proposes and
develops a time series classification model based on deep
learning, the TCN-Attention (TCNAtten) model. Fig. 2(a)
illustrates the model’s overall architecture. This model in-
tegrates the local feature extraction capabilities of TCN
with the global dependency modelling power of a multi-
head attention mechanism, making it highly effective for
analyzing complex time series data. In the TCN component,
dilated convolutions enlarge the receptive field, allowing the
model to capture long-range temporal dependencies. The
model gradually expands its perceptive scope by introducing
varied dilation rates, enabling it to detect dynamic changes

over extended time spans without incurring significant com-
putational overhead. This design empowers the model to
process time series from a multi-scale perspective, effectively
extracting critical features while maintaining computational
efficiency. To address the response delay typically associated
with the directional constraint of causal convolutions, the
model intentionally omits causal convolutions. This decision
preserves the continuity and integrity of the time series
data and facilitates bidirectional feature interaction across
network layers, enhancing the model’s sensitivity to abrupt or
anomalous signals. Finally, a multi-head attention mechanism
is incorporated to strengthen the model’s ability to capture
global dependencies. The model can identify complex tem-
poral relationships within different subspaces by conducting
parallel computations across multiple attention heads. This
mechanism also dynamically assigns attention weights to
different time steps, allowing the model to focus on the
most informative moments in the sequence and ultimately
improving prediction accuracy.
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Fig. 2. Structures of TCNAtten (a) and TCN (b)

In TCNAtten, the core component is the Temporal Convo-
lutional Network (TCN) layer, as illustrated in Fig. 2(b). The
TCN layer efficiently models multi-scale temporal depen-
dencies by progressively increasing the dilation rate across
layers. Owing to the intrinsic structure of dilated convo-
lutions, the model supports parallel computation, enhanc-
ing computational efficiency. Moreover, each layer incorpo-
rates the ReLU activation function and dropout operation,
strengthening the model’s nonlinear representation capacity
while reducing the risk of overfitting. The mathematical
formulation of dilated convolution is defined as follows:

k—1

Yo=Y Wi Ty (D

=0

where y, is the output at time step ¢, k is the convolution
kernel size,w; is the weight of the -th convolutional kernel,
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Tt_;.q 1s the input of the ¢ — i - d-th time step, and d is the
expansion coefficient.

To capture global dependencies between time steps in a
time series, TCNAtten incorporates a multi-head attention
mechanism. This mechanism enhances the modelling of
global dependencies by computing multiple attention heads
in parallel, allowing it to extract information from different
subspaces within the sequence. Each attention head is com-
puted as follows:

T

Vi

where (), K, and V represent the query, key, and value
matrices, respectively, and dj is the dimension of the key
used to scale the dot product. By computing multiple at-
tention heads in parallel, the model can simultaneously
capture different types of time-series relationships. Finally,
the outputs of multiple attention heads are concatenated and
linearly transformed (via the matrix W,) to obtain the final
attention output:

Attention(Q, K, V) = softmax (QK > Vo @

MultiHead (Q, K,V) = Concat (heady, ..., heady,) W°
3)
where head; = Attention(QWiQ, KWK, VWZ-V),QWZ»Q
KW/ and VW, are the linear transformation matrix for
each attention head.

After passing through the TCN and multi-attention layers,
the TCNAtten model performs element-wise multiplication
and weighted summation of the TCN and multi-attention
outputs. This process enables the model to focus on the
most important information in the sequence while assigning
different weights to features at various time steps, enhancing
its ability to capture time-series patterns effectively. The
calculation formula is as follows:

W = OTCN ® OAtten (4)

where Opcopn is the TCN output, O gger, 1S the multi-
attention output and ® denotes the element-wise multipli-
cation of the corresponding elements in the matrices.

To further enhance feature representation, TCNAtten in-
corporates an attention-pooling layer. Using a fully connected
network, this layer computes attention weights for each time
step. It generates a fixed-length feature vector by weighting
and summing these weights, thereby aggregating the key
information in the time series. Its advantage lies in the ability
to dynamically select the most crucial time-step features
for the task, capture long-term dependencies, reduce infor-
mation loss, and enhance the model’s interpretability and
expressiveness. Compared to traditional pooling methods,
the attention-pooling layer can extract important information
from time-series data more precisely, thereby improving the
model’s performance in time-series tasks. The formula for
the attention-pooling layer is:

a; = softmax (WoReLU (W1h;)) 5)

where W, and W5 are the linear transformation matrices,
and h; represents the features at time step ¢ in the sequence.
Subsequently, the features of all time steps are weighted
and summed. This process combines the features of each
time step in the time series according to their corresponding

attention weights, and the resulting features can be expressed
as:

T
i=1

where a; is the attentional weight (the weight obtained after
attentional pooling) for time step .

A Dropout operation is applied before the fully connected
layer to prevent overfitting. Dropout randomly drops cer-
tain features, thereby enhancing the model’s generalization
ability. Finally, the classification results are transformed into
a probability distribution over the target classes using the
Softmax function:

g = softmax (W; - z) (7

where W is the weight matrix of the classification layer and
gy is the predicted categorical probability distribution.

In summary, TCNAtten efficiently captures key patterns in
time series by combining a temporal TCN with a multi-head
attention mechanism. Its innovations are primarily reflected
in the following aspects: First, the inflated convolutional
structure of the TCN allows the model to effectively capture
local features and multi-scale dependencies within the time
series, thereby enhancing its ability to learn complex tempo-
ral patterns. Second, incorporating the multi-head attention
mechanism further improves the model’s ability to model
long-range dependencies, enabling it to better capture global
patterns in the time series. The model adaptively assigns
different weights to various time steps through the attention
mechanism, automatically focusing on the most important
information, which significantly boosts classification per-
formance. Additionally, the element-wise multiplication of
the TCN’s output with the attention output, similar to the
Shapelet extraction process, enables the model to focus on
the most relevant information in the sequence. This combined
approach leverages the attention mechanism to dynamically
assign weights to the features extracted by the TCN, thereby
facilitating the more accurate capture of significant patterns
in the time series. Finally, introducing the attention pooling
layer enables the model to adaptively aggregate key infor-
mation from the time series, further enhancing its feature
selection capability and improving classification accuracy.

IV. EXPERIMENT

The experiment focuses on the historical data of the
cooling water inlet flow sensor of Chiller Unit 1 in a data
centre. The system structure diagram in Fig. 3 illustrates the
refrigeration system, which consists of seven chillers, each
with a cooling capacity of 4,550 kW (1,300 tons). Due to
space limitations, the diagram only depicts the connection
relationships of three chillers, while the remaining four
follow the same configuration as the first three. The system
operates in a "6+1” mode, with six chillers and one on
standby. The training dataset was selected from March 31,
2016, to June 30, 2016, while the test dataset was selected
from August 31, 2016, to October 31, 2016. All data were
recorded every minute, covering the operating status of the
chiller under different operating conditions.
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A. Data Preprocessing

Since sensor data is often affected by environmental
changes, equipment malfunctions, and other factors, com-
prehensive preprocessing is crucial to ensure the quality and
reliability of the data before it is used for training. The
data preprocessing step includes handling missing values and
identifying and correcting outliers to prevent these issues
from negatively impacting the model’s performance.

Missing values are common in sensor data and can be
caused by sensor malfunctions or temporary failures of the
acquisition device. We employed the following two strategies
to address missing values:

DIf only one missing value is present at a given time, it
is filled with the mean value of the data before and after that
time. This method smooths the data and avoids introducing
extreme values that could affect model training.

2)If multiple consecutive missing values are found over a
period, they are padded with 0. Since the chiller generates
certain data (e.g., flow data) even when turned off, padding
with zero helps identify sensor failures or abnormal states.

In a device as complex as a chiller, anomalous data can
result from faulty sensors, external interference, or data trans-
mission issues. We developed different handling strategies
based on various operating states:

In the shutdown state of the chiller, the unit should
generally operate at a value of around 2. Therefore, any
outliers are likely due to sensor failures or data acquisition
errors. We verified the data by comparing each value. If a
data point exceeded the set thresholds (1 and 4, respectively,
based on historical operation patterns), it was considered an
outlier and was corrected to the threshold.

2)Under normal operating conditions, the chiller typically
maintains a relatively stable state, but occasional unreason-
able fluctuations may occur. We used a sliding window (with
a window length of 60 and a step size of 60) to move along
the time series and calculate the mean of 50 data points,
excluding the five highest and five lowest values, which were
then used as representative values for the window. If a data
point exceeded the mean by a factor of 1.08 or fell below
0.92 (thresholds set based on historical experience), it was

treated as an outlier. The outlier was replaced with the largest
or smallest value in the window, excluding the outlier.

Additionally, we applied data truncation measures for
extreme values in the data. For outliers greater than 750,
we truncated them to 750 to prevent these extreme values
from affecting the training process. (The threshold of 750
was determined based on the data’s historical running pattern,
with few values exceeding this limit.) The steps of data
preprocessing are illustrated in Fig. 4. The visualizations of
the selected partial datasets before and after preprocessing
are shown in Fig. 5 and Fig. 6, respectively.

Comparison-by-comparison
method for handling outliers

Sliding window method for
handling outliers

eyep Suntoduy
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Fig. 4. After the data is exported from the data center, different methods
are applied to handle missing values and anomalies at various stages of
operation. Finally, data exceeding the feasible range is truncated
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Fig. 5. Visualization of data before preprocessing
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Fig. 6. Visualization of the data after preprocessing

B. Category Delineation

To perform effective TSC, we classify the chiller data
according to different operating states and set appropriate
time series lengths and window steps to ensure diversity
and enable real-time training. Since the chiller takes ap-
proximately one hour to reach a steady state, we set the
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length of each time series to 60 steps, corresponding to 1
hour of data. This ensures that each time series captures
the complete dynamics of the unit. Based on the chiller’s
actual operating conditions, we categorize the data into dif-
ferent states: normal operation, warning status (e.g., yellow
alarm), and shutdown status. Table I presents the specific
categorization and the number of sequences in each category.
Due to the extremely small number of red warning cases
in the entire dataset (only one data point), this category
is excluded from training and testing, as the imbalance in
samples could negatively affect the model’s learning in TSC
tasks. Additionally, since no yellow alarm data was available
for the test set period (August 31, 2016, to October 31, 2016),
we substituted it with data from September 23, 2015, at 17:08
to September 30, 2015, at 10:28. This adjustment ensures
that the model can be effectively evaluated for detecting the
chiller’s yellow alarm state. In the category segmentation
process, the chiller is on/off state; due to the limited data
availability in this state and its high real-time requirements,
we apply a sliding window with a length of 60 and a step
size of 1 to extract the time series. This ensures that each
on/off event is accurately captured. For other categories, such
as normal operation or alarm status, we use a sliding window
with a step size of 60 to extract the time series. This approach
helps to increase the diversity and coverage of the data by
leveraging the abundant operational data available during the
corresponding period.

TABLE I
INTRODUCTION TO THE CLASSIFICATION OF CATEGORIES AND THE
NUMBER OF DIVISIONS

Status Description Label || Training number || Test number
hiller is not running 0 271 199
Chiller is on 1 236 118
Chiller is off 2 236 118
Normal operation 3 206 690
Warning 4 202 117
Yellow warning 5 191 165

C. Experimental Comparison

The detailed parameter configuration of TCNAtten is pre-
sented in Table II. The model employs eight attention heads
and is trained using the Adam optimizer with a learning rate
0.001. The loss function used is nn.CrossEntropyLoss(), and
a dropout rate of 0.4, is applied to enhance generalization,
with an additional dropout rate of 0.3 specifically applied
within the TCN layers. The parameter settings for HC2 are
listed in Table III. For the MiniRocket and MultiRocket
models, 10,000 convolutional kernels were utilized, while
all other models retained their default configurations. Ex-
periments were conducted on a machine equipped with a
12th Gen Intel® Core™ i7-12700H 2.30 GHz processor and
16GB of RAM. Each model was independently executed 30
times. The experimental outcomes are illustrated in Fig. 7.
The results show that, among the 1,047 data samples, Hydra
achieved the fastest execution time of 0.1764 seconds, albeit
with lower accuracy. TCNAtten followed with an execution
time of 0.2114 seconds but outperformed all other models by
achieving perfect accuracy (1.0). This performance advantage

results from the synergy between the temporal convolutional
network’s efficient feature extraction capabilities and the
multi-head attention mechanism’s ability to model global
dependencies. As a result, TCNAtten demonstrates both rapid
responsiveness and high precision in processing time-series
data related to the chilled water inflow of cooling units.

TABLE I
THE PARAMETERS OF TCNATTEN ARE AS FOLLOWS: I DENOTES THE
NUMBER OF INPUT CHANNELS, O DENOTES THE NUMBER OF OUTPUT
CHANNELS, K DENOTES THE KERNEL SIZE, S DENOTES THE STEP SIZE,
SL DENOTES THE INPUT CHANNEL SIZE, D DENOTES THE DILATION
RATE, AND P DENOTES THE PADDING AMOUNT

Path layer I (0] K| S D P

tenl S1 128 3 2 1 1

TCNAtten ten2 128 128 5 2 2 4
ten3 256 || 256 7 2 4 12

TABLE III
THE PARAMETERS OF HC2 ARE AS FOLLOWS: WHERE m IS THE SERIES
LENGTH, d IS THE NUMBER OF DIMENSIONS AND rm IS THE LENGTHS
OF DRCIF REPRESENTATIONS

Classification || Configuration
TDE 250 parameter sets sampled, 50 max ensemble size
DrCIF 500 trees, 4+(sqrt(rm)*sqrt(d))/3 intervals per repre-
sentation, 10 attributes per tree, 7m/2 max interval
length
Arsenal 2,000 kernels per classifier, 25 ensemble size
STC 1 hour Shapelet Transform train time contract, 200
Rotation Forest trees

TCNAtten 1.000

Hydra-MultiRocket 0.999
104 4 MiniRocket 0.9838 %:&3“"?'“050-9992
' . v = RDST 0.9769MultiRocket 0.9985 Y
0.9 Hydra-MiniRocket0.9633
?0.8 B
=3
S
<074
0.6
L]
WEASEL 2.0 0.5647
05 T . . .
01 1 10 100 1000

Execute time (s)

Fig. 7. Comparison of accuracy and implementation practices of the other
models

V. ABLATION STUDY

To evaluate the impact of different model components
on overall performance, we designed a series of ablation
experiments focusing on removing or replacing key struc-
tures within the TCNAtten model. These components include
adding a causal convolution structure to the TCN, removing
the attention mechanism, and replacing the attention pooling
layer with global average pooling. Unlike the previous chap-
ter, which mainly focused on model accuracy and inference
efficiency, this chapter introduces more comprehensive per-
formance evaluation metrics that are more closely aligned
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with real-world industrial applications—namely, Precision,
Recall, F1 Score, and Mean Average Precision (mAP)—to
assess the model’s practicality and stability thoroughly. Since
the TCNAtten model has already outperformed other baseline
models regarding accuracy and inference efficiency com-
pared to the previous chapter, this chapter does not re-
evaluate those models. Instead, it focuses on exploring how
different components influence the performance of TCNAt-
ten.

A. Experimental Setup

Precision measures the model’s ability to reduce false
alarms in the chiller fault detection task, while Recall fo-
cuses on detecting whether faults are missed. The F1 Score
balances the two, making it particularly suitable for scenarios
with class imbalance. Mean Average Precision (mAP) eval-
uates detection performance across multiple fault categories,
ensuring the model maintains balanced performance across
different fault types. Therefore, we introduced Precision,
Recall, F1 Score, and mAP in addition to Accuracy as eval-
uation metrics. Together, these metrics validate the model’s
practicality and reliability in industrial settings, particularly
in mission-critical tasks where minimizing missed detections
and false alarms is essential. To further investigate the impact
of different architectural components on model performance,
we conducted the following additional experiments based on
the TCNAtten framework:

1) Adding causal convolution to the TCN (TCNAttenl):
This experiment evaluates the effect of removing causal
convolution on model performance.

2) Removing the attention mechanism (BaseTCN): This
assesses the contribution of the attention mechanism to the
model’s capabilities.

3) Replacing the attention pooling layer with global av-
erage pooling (TCNAtten2): This investigates the impact of
this structural change on performance.

B. Experimental Results

All experiments were conducted under the same conditions
as those in the previous chapter. To minimize the impact of
randomness, each configuration was run 30 times, and the
average results were reported. Table IV and Table V present
the overall performance comparison of different structural
models and the comparison of average precision across
categories, respectively.

TABLE IV
OVERALL PERFORMANCE COMPARISON OF DIFFERENT STRUCTURAL
MODELS
Classifier TCNAtten TCNAttenl BaseTCN TCNAtten2
Accuracy 1.0000 0.9948 0.9997 1.0000
Precision 1.0000 0.9941 0.9999 1.0000
Recall 1.0000 0.9897 0.9995 1.0000
F1 Score 1.0000 0.9918 0.9997 1.0000
mAP 1.0000 0.9931 1.0000 1.0000
Time 0.22s 0.11s 0.07s 0.26s

Table IV shows that the TCNAtten model achieved a
perfect score of 1.0 across all evaluation metrics. By in-
corporating a causal convolution structure into the TCN
framework, the model significantly improved temporal ef-
ficiency—reducing inference time from 0.22 seconds to 0.11

TABLE V
COMPARISON OF AVERAGE PRECISION ACROSS CATEGORIES

Classifier TCNAtten TCNAttenl BaseTCN TCNAtten2
Class0 1.0000 0.9777 1.0000 1.0000
Classl 1.0000 0.9817 1.0000 1.0000
Class2 1.0000 0.9992 0.9989 1.0000
Class3 1.0000 0.9998 0.9999 1.0000
Class4 1.0000 0.9931 1.0000 1.0000
Class5 1.0000 1.0000 0.9996 1.0000

seconds—while maintaining exceptionally high accuracy.
This improvement can be attributed to causal convolution’s
ability to mask future time steps, thereby constraining in-
formation propagation and optimizing the computational
pathway, making it more suitable for real-time industrial
applications. However, this comes at the cost of a slight
decline in precision and an increased false alarm rate. In
contrast, the BaseTCN model, which entirely omits the
attention mechanism, maintained an accuracy of 0.9997 but
exhibited marginal declines in precision, recall, and F1-score.
This highlights the critical role of the attention mechanism in
enhancing the model’s ability to identify anomalous signals
at key time points. Notably, BaseTCN recorded the shortest
inference time of just 0.07 seconds, making it ideal for
scenarios demanding ultra-low latency but tolerating a higher
margin of error. In experiments where attention pooling was
replaced with global average pooling, overall performance
remained largely unaffected; however, the model lost the
dynamic temporal focus. In comparison, attention pooling
improves recognition accuracy and provides superior in-
terpretability. When combined with visualization tools, it
enhances model transparency and maintainability.

These ablation study results demonstrate that TCNAtten
excels in accuracy, robustness, and interpretability. The in-
tegration of causal convolution effectively enhances real-
time performance, while the attention mechanism proves
indispensable for improving detection precision and captur-
ing critical temporal segments. Although removing attention
pooling does not drastically impair performance, it introduces
latent deficits in interpretability and feature focus. Given that
different industrial applications have varying accuracy, la-
tency, and transparency requirements, the model architecture
can be tailored and optimized accordingly to meet specific
operational needs.

C. Model Analysis

The rapid responsiveness of TCNAtten is attributed to
its TCN layers, particularly the implementation of dilated
convolutions. By expanding the receptive field, dilated con-
volutions capture long-range temporal dependencies while
maintaining low computational complexity, enabling TCNAt-
ten to process large-scale data quickly. Moreover, integrating
a multi-head attention mechanism further enhances its ability
to model long-term dependencies, improving classification
accuracy under complex patterns. In this study, TCNAtten
accurately detects subtle fluctuations in traffic data and
facilitates real-time assessment of device operating states.
Ultimately, the model achieved a perfect score 1.0 across
multiple key performance metrics, demonstrating superior
classification accuracy and robustness.
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1) Parameter Setting Recommendations and Efficiency-
Accuracy Trade-offs in Cross-Domain Applications: When
deploying the model in other domains (e.g., medical and
health monitoring, energy management, and intelligent man-
ufacturing), the parameters must be adaptively adjusted based
on each specific scenario’s data characteristics, task require-
ments, and hardware constraints. Below, we analyze the
tuning strategies for key parameters and their impact on
efficiency and accuracy.

Adjustment of the number of TCN layers: The number of
TCN layers determines the model’s ability to extract deep
features from time series data. A greater number of layers
expands the model’s receptive field, enabling it to capture
more complex temporal patterns but at the cost of increased
computational complexity. For relatively simple tasks (e.g.,
temperature sensor monitoring), fewer TCN layers (e.g.,
2-3 layers) are recommended to reduce computational over-
head. Conversely, for more complex tasks (e.g., ECG signal
classification or industrial equipment multi-fault diagnosis),
increasing the number of layers to 4-6 can enhance the
model’s ability to capture long-range temporal dependencies.
While adding more layers significantly enhances the model’s
capability to learn intricate patterns, it also increases training
time and inference latency. Conversely, reducing the number
of layers lowers computational demands but may compro-
mise the model’s ability to capture long-range dependencies.

Convolution kernel size and expansion coefficient settings:
The size of the convolution kernel determines the coverage
of the local time window. Larger convolution kernels capture
a broader range of local features but increase the number
of parameters. Expansion coefficients progressively expand
the sensory field through exponential expansion (e.g., 1, 2,
4, 8, ...) to cover a longer period. For short-term data (e.g.,
heart rate monitoring), smaller convolution kernels (3—5) and
moderate expansion coefficients (1-4) are recommended. For
long-term data (e.g., energy consumption trends), larger con-
volution kernels (5-7) and exponentially growing expansion
coefficients (1, 2, 4, 8...) are recommended. Increasing the
convolution kernel size or expansion coefficients improves
the ability to model long-range dependencies and increases
memory usage and computation time. Conversely, decreasing
these parameters reduces computational complexity but may
sacrifice the ability to capture important temporal patterns.

Adjustment of Dropout Rate: The dropout rate suppresses
overfitting by randomly discarding neurons, and the higher its
value, the stronger the regularization effect. For small-scale
datasets (e.g., medical diagnostic data), a higher dropout rate
(0.4-0.6) is recommended to enhance generalization capabil-
ity, while for large-scale or low-noise data (e.g., industrial
sensor data), the dropout rate can be reduced (0.2-0.3)
to retain more feature information. Increasing the dropout
rate mitigates overfitting but may prolong convergence time;
conversely, decreasing the dropout rate accelerates training
but may lead to performance degradation on the test set due
to overfitting.

Adjustment of the number of attentional heads: Multi-head
attention mechanisms capture multi-dimensional dependen-
cies through parallel subspaces, and the higher the number
of heads, the higher the model complexity. Fewer attention
heads (4-6) are suitable for low-dimensional data (e.g.,
single sensor signals), whereas higher-dimensional data (e.g.,

multimodal industrial data) require an increased number of
heads (8-12) to extract features adequately. Increasing the
number of heads improves global modelling capability but
significantly increases computational resource consumption;
conversely, decreasing the number of heads reduces the
memory footprint but may ignore some key temporal rela-
tionships.

Optimizer and learning rate selection: Optimizers (e.g.,
Adam, SGD) and learning rate directly affect the model’s
convergence speed and stability. The Adam optimizer (with
an initial learning rate of 0.001) is recommended for its
dynamic tuning properties that balance convergence speed
and stability. For highly noisy data, weight decay (e.g., le-
4) or a reduced learning rate (e.g., 0.0005) can be combined
to enhance robustness. Decreasing the learning rate helps
improve training stability but may prolong convergence time;
conversely, increasing the learning rate accelerates training
but tends to trigger gradient oscillations or explosions.

The key parameters can be gradually adjusted based on
the original paper’s parameters in practical applications. The
number of TCN layers and attention heads can be reduced for
high real-time demand. For high precision requirements, the
number of TCN layers and attention heads can be increased
appropriately, and the dropout rate can be adjusted to pre-
vent overfitting. Parameters must be dynamically adjusted
according to data characteristics (e.g., noise level, time-
series length, dimensionality) and task requirements (real-
time performance, accuracy).

2) Model Limitations and Future Improvements: Al-
though TCNAtten performs well in the chiller inlet flow task,
the model may experience performance fluctuations when
dealing with noisy or complexly varying time-series data.
More accurate anomaly detection mechanisms, such as au-
toencoders or generative adversarial networks, could be intro-
duced to enhance data cleaning and noise filtering. Further-
more, while TCNAtten effectively handles long sequences, it
may face challenges related to computational complexity and
capturing long-range dependencies in very long sequences.
Multilayer inflationary convolution and adaptive time win-
dowing strategies could be explored to further improve per-
formance in long-sequence tasks. Regarding generalization,
TCNAtten relies heavily on training with specific datasets
and may underperform when encountering new data types.
Therefore, incorporating cross-domain learning or meta-
learning strategies would enhance the model’s robustness and
adaptability. Finally, while TCNAtten excels in responsive-
ness, a trade-off between real-time performance and accuracy
in high-load scenarios may exist. The computational effort
could be reduced by employing lightweight models or prun-
ing techniques while maintaining high accuracy to optimize
the model’s performance under such conditions.

VI. CONCLUSION

This study proposes a real-time monitoring method for
chiller cooling water inlet flow based on TSC. By analyzing
the trend of the cooling water inlet flow in real-time, the
method can promptly detect abnormal fluctuations and issue
warnings about potential failures or abnormal conditions,
thus significantly enhancing the reliability and stability of
the system and preventing production interruptions and safety
hazards caused by equipment failure. The method effectively
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adapts to dynamic changes in the data, demonstrating ex-
cellent flexibility and wide applicability, and offers rapid
response capabilities, enabling real-time decision-making.
This makes the method particularly well-suited for applica-
tion scenarios, such as chillers, where real-time monitoring
is crucial. Additionally, the method is not limited to the
chiller industry and has significant potential for cross-domain
applications. In today’s era of big data, it can be widely
applied to other fields requiring real-time analysis, such as
industrial equipment failure monitoring, intelligent manufac-
turing, energy management, and healthcare monitoring. This
broad applicability highlights its substantial prospects and
practical value.
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