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Abstract—Infrared target detection has become widely
applied in drone-based detection systems. However, factors
such as small target size and complex contextual information
have significantly increased the difficulty of detection tasks.
To address these challenges, we propose a lightweight
infrared target detection model based on YOLOVY. First,
we introduce a combination of a spatial-to-depth layer
(SPD) and a convolution-free stride layer (Conv) to form
SPD_Conv, replacing the original adaptive downsampling
layer. This modification reduces the model’s parameters and
computational load. Next, we replace the original convolutional
layers with a dual convolution (DualConv) that integrates
group convolutions and heterogeneous convolutions, effectively
reducing both computational cost and parameter size while
improving detection accuracy. Additionally, Partial Convolution
(PConv) is applied to the efficient channel attention mechanism
(ECA). Adaptive global max pooling and adaptive global
average pooling are incorporated at the input layer, summed
together, with a fixed convolution kernel size. Furthermore, we
design a novel cross-channel interaction module, PC_EPCA,
to enhance the efficiency of spatial feature extraction. These
innovations result in improved target detection performance
while maintaining a lightweight design, making the model
particularly well-suited for multi-scale target detection tasks.
The improved model reduces parameter size by 43.9%,
computational load by 48.2%, and increases mAP50 accuracy
by 1.1% on the HIT-UAV dataset. The model demonstrates
exceptional performance in infrared small target detection for
drones, effectively reducing both parameters and computation
while maintaining high detection accuracy.

Index Terms—Infrared Small Target Detection; YOLOV9;
Lightweight; Attention Mechanism; Dual Convolution

I. INTRODUCTION

N recent years, with the rapid development of technology,

the application of infrared image target detection
has become increasingly widespread.Infrared small target
detection represents a vital research focus within the domains
of computer vision and object detection. It aims to identify
small, irregularly shaped, and low-contrast targets from
infrared images or videos.Due to the inherently small
size of targets, substantial background interference, and
low target-to-background contrast, the detection of infrared
small targets poses considerable challenges in real-world
applications[1]. Infrared imaging generates images by the
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thermal radiation emitted by objects, which is particularly
effective in nighttime or low-light environments. Compared
to visible light imaging, infrared images have stronger
anti-interference capabilities and are suitable for harsh
weather conditions, dark environments, and other scenarios.
Aerial images, due to their wider field of view, typically
contain more object instances. Moreover, infrared small
targets usually have a small temperature difference and
low contrast with the background, making it difficult to
distinguish them effectively. The challenges are further
compounded by issues such as small scale and frequent
occlusion of infrared small targets[2]. Compared with
detection tasks in natural environments, aerial detection faces
even more severe challenges. Therefore, the research on this
model holds significant value in the field of computer vision.

Infrared small target detection can generally be divided
into two primary approaches: conventional detection
techniques and deep learning-based methods.[3]. Both
traditional and deep learning methods have achieved
remarkable success in the visible light image domain.
However, traditional image processing techniques, such as
background modeling and suppression, edge detection and
region extraction, and small target enhancement, struggle
when dealing with the complex background clutter of
infrared small targets[4]. These methods often fail to
effectively suppress noise, leading to suboptimal detection
performance in complex infrared scenes.The emergence
of deep learning, especially the use of Convolutional
Neural Networks (CNNs), has ushered in a new era for
infrared small target detection.Deep learning is a machine
learning method based on artificial neural networks, which
solves complex data problems by simulating the pattern
recognition mechanisms of the human brain. Through
forward and backward propagation, deep learning models
continuously optimize weights to minimize prediction errors.
The impressive capabilities of convolutional neural networks
(CNNSs) in image processing have established them as the
mainstream approach for infrared small target detection.
By leveraging end-to-end training, CNNs [5] are able to
extract intricate features from infrared imagery, thereby
enhancing the accuracy of small target detection. Moreover,
CNNs demonstrate strong robustness and are well-suited
for handling large-scale tasks. Deep learning-based target
detection models can generally be categorized into two
types: two-stage models and single-stage models. Among
the two-stage approaches, R-CNN, introduced by Ross
Girshick and his team in 2014 [6], stands out as a
pivotal method in deep learning for object detection. The
R-CNN series is particularly effective in achieving high
detection accuracy, especially for small objects, and is
renowned for its precise localization capabilities. These
algorithms also offer significant advantages in scenarios
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Fig. 1: Improved Network Structure

that require complex feature extraction and multi-scale
detection. Fast R-CNN[7], another important work by
Ross Girshick in 2015, builds on R-CNN by improving
training speeds and accuracy. Faster R-CNN[8], which
also uses VGGI16 as its backbone, achieves an inference
speed of 5 fps on a GPU (including the generation of
candidate regions) while improving accuracy. However,
two-stage models tend to be computationally expensive,
involve complex algorithm designs and implementations,
and require substantial memory to store large amounts of
candidate regions and intermediate feature data, leading
to high memory consumption. In contrast, the single-stage
YOLO model is faster, enabling real-time detection with
high accuracy. In scenarios with dense object distributions,
YOLO can efficiently handle the detection and classification
of multiple objects. As the YOLO model continues to
evolve[9], it strikes a good balance between accuracy and
speed. Therefore, this paper is based on YOLOVO.

Infrared small target detection has garnered considerable
interest from researchers in recent years. Yu et al. integrated
neural networks with the concept of local contrast and
proposed a novel architecture called the Multi-Scale Local

Contrast Learning Network (MLCL-Net) [10]. Similarly,
Zhao et al. presented the Gradient-Guided Learning Network
(GGL-Net) [11], which also incorporates local contrast
learning (LCL). Within their feature extraction module,
they introduced a Gradient Supplement Module (GSM) to
encode original gradient information into deeper layers of
the network and effectively utilized an attention mechanism
to enhance feature representation. Wu et al. developed
the Deep Interactive U-shaped Network (DI-U-Net) [12],
which employs a multi-level residual U-shaped structure
with both long and short skip connections to preserve
feature resolution. Hou et al. proposed the Robust Infrared
Small Target Detection Network (RISTD-Net) [13], featuring
a hybrid feature extraction framework that integrates
hand-crafted features. In another study, Wang et al.
introduced RLPGB-Net [14], a pyramid feature fusion
detection network that leverages reinforcement learning to
emphasize the salient characteristics of targets.

Accordingly, to address the challenge of detecting small
targets in complex background environments—particularly
in infrared imagery captured by aerial drones [15]—this
paper presents a lightweight detection algorithm built upon
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the YOLOVY architecture.The lightweight model, which is
an improved version based on YOLOVY, is illustrated in
Figure 1. The original adaptive downsampling layer of the
model is replaced with a combination of a spatial-to-depth
layer (SPD) [16] and a convolution-free stride layer (Conv),
forming SPD_Conv. This modification decreases the number
of model parameters and lowers computational complexity.
Additionally, the original convolution layers are replaced
with a dual convolution (DualConv) [17], which combines
group convolutions and heterogeneous convolutions. This
reduces computational cost and parameter size while
improving detection accuracy. Finally, a novel and improved
cross-channel interaction mechanism, the high-efficiency
channel attention (PC_EPCA), is introduced in the backbone
part to enhance spatial feature extraction efficiency.This leads
to enhanced target detection performance while preserving
a lightweight architecture. Additionally, the algorithm is
further examined for its potential applications in the domain
of infrared small target detection.

II. RELATED ALGORITHMS

YOLOV9 [18] is a deep learning model specifically
designed for real-time object detection tasks. It employs
a lightweight architecture built upon a backbone network,
offering distinct advantages. This design guarantees high
detection accuracy while greatly improving processing speed,
thereby making it well-suited for real-time applications. In
the context of deep network processing for multi-object
detection tasks, the model often needs to accommodate
a wide range of variations. To address this challenge,
researchers introduced the concept of Programmable
Gradient Information (PGI). PGI delivers complete input
information to the objective function of the target tasks,
thereby ensuring precise gradient calculations and facilitating
effective updates to the network weights. Furthermore,
leveraging gradient path planning, the researchers developed
the General Efficient Layer Aggregation Network (GELAN).
This novel lightweight network architecture further
highlights the superior performance of PGI in optimizing
lightweight models.

The backbone network of YOLOVY9 is used to extract
low-level and high-level features from input images, playing
a central role in feature extraction and image representation.
YOLOVY introduces a completely new backbone design.
Compared to the CSPDarkNet [19] and EfficientNet in
YOLOv4 and YOLOvS, YOLOV9 employs a hybrid network
architecture that combines the strengths of Convolutional
Neural Networks (CNNs) and Transformer architectures.
This design enhances the efficiency of feature extraction
and improves the handling of complex scenes and small
object detection. The feature extraction module is a key
innovation of YOLOV9, designed to effectively extract
multi-scale feature information. Common modules such as
Spatial Pyramid Pooling (SPP) and Deformable Convolutions
(DCN) are used to capture details and variations at different
scales. The neck of the network further processes and
integrates features from different scales to provide rich
feature representations for subsequent object detection tasks.
In the head of the network, the processed features are applied
to object localization, class prediction, and bounding box
regression, ultimately generating detection results. YOLOvV9

also introduces innovations in its loss function, including a
region balancing mechanism. This mechanism helps reduce
false detections caused by background noise, especially in
dense scenes, and enhances the detection capability for small
objects. When handling high-resolution inputs, YOLOvV9
automatically adjusts the network layer parameters, ensuring
that the model maintains efficient inference speed while
ensuring detection accuracy.

YOLOV9 excels in multi-scale object detection,
outperforming traditional Feature Pyramid Networks
(FPN) by effectively recognizing both small and large
targets through the integration of feature pyramids with
a self-attention mechanism. During the feature map
fusion process, YOLOVY incorporates a spatial attention
mechanism, enabling the model to prioritize key regions
of interest in the image, suppress background noise,
and enhance detection accuracy. Additionally, YOLOV9
introduces extra convolutional layers in the top-down
path, facilitating more effective integration of information
across multiple scales. This optimization enables the
model to capture object features at various scales with
greater precision, significantly improving small object
detection. Its multi-scale feature fusion strategy further
allows the model to perform object detection across
different scales simultaneously, greatly enhancing its ability
to detect targets in complex environments. YOLOV9 has
demonstrated exceptional performance in object detection
tasks, particularly excelling in challenging scenarios.

III. IMPROVEMENTS
A. SPD_Conv Module

The working principle of Convolutional Neural Networks
(CNNs) involves progressively extracting increasingly
complex features from input data through multiple layers
of convolution operations. Models such as AlexNet [20],
VGGNet [21], and ResNet [22] have shown outstanding
performance in image classification tasks. However, in tasks
such as low-resolution image detection or small object
detection, the performance of existing CNN models often
deteriorates significantly. This decline can be attributed
to several factors, including the inherently low resolution
of small objects, limited contextual information, and the
tendency for large objects to dominate the feature learning
process when they coexist within the same image.Moreover,
the commonly used stride convolutions and pooling
operations in contemporary CNN architectures often lead to
the loss of fine details and suboptimal feature representation,
especially when dealing with low-resolution images or
small objects. SPD_Conv consists of a spatial-to-depth
layer and a stride-less convolution layer. It transforms the
spatial dimensions of the input feature map into depth
dimensions, effectively increasing the feature map’s depth
while preserving the original information. The operation
of SPD on the feature map is illustrated in Figure 2.The
initial feature map is split into multiple sub-feature maps and
subsequently concatenated along the channel axis, producing
an intermediate feature map with decreased spatial resolution
and expanded channel depth. This approach mitigates
information loss, particularly when processing low-resolution
images and small objects, thereby preserving more spatial
details.
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Fig. 2: Working principle of SPD_Conv
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The specific process works as follows: for an intermediate
feature map X of size S'x.Sx (1, a series of sub-feature maps
are sliced according to a specific rule. For example, fo o =
X[0 : S : scale,0 : S : scale], which means that every
scale pixel is taken from X n both the horizontal and
vertical directions to form a sub-feature map fj o. Similarly
fio = X[1 : S : scale,0 : S : scale]is obtained by
taking pixels with the same interval starting from the next
row (index 1). This process is repeated to obtain multiple
sub-feature maps. The slicing approach for the sub-feature
maps at different positions under a given scale value is
illustrated here, covering different starting positions in both
horizontal and vertical directions.

In general, for a given original feature map X , the sub-map
fz,y consists of all X (7, ) elements such that i+ and j+y
are divisible by scale. This means that by varying the values
of x and y , one can determine the position and element
selection rules for the sub-feature maps in the original feature
map, thereby extracting multiple sub-feature maps from the
original feature map.

B. Dual_Conv Module

Due to the large parameter and computational resource
requirements of modern CNN models, it is difficult to
deploy them on embedded systems and mobile platforms.For
instance, MobileNetV1 [23] tackles this issue by breaking
down standard convolutions into depthwise and pointwise
convolutions, which greatly reduces the parameter count
and computational cost, albeit at the expense of increased
network complexity.Group convolution divides the input
channels into several groups, with each group performing
convolution independently, and then the results of the
groups are concatenated. By grouping the convolution
filters and input feature map channels, this method reduces
computational costs. This technique was first used in AlexNet
for training with dual GPUs. Heterogeneous convolution
refers to using convolution kernels of different shapes
and sizes within the same layer, and then combining
the convolution results. This approach allows for feature
extraction at different receptive fields, enhancing the
model’s expressive power. Simultaneously, heterogeneous
convolution integrates both 3x3 and 1x1 convolutions
within a single convolution filter, reducing computational
complexity. However, this approach may interrupt the

continuous integration of cross-channel information, which
could potentially impact the network’s accuracy.

DualConv leverages the strengths of both group
convolution and heterogeneous convolution by partitioning
the N convolutional filters into G distinct groups.Some
convolution kernels perform both 3x3 and 1x1 convolutions
simultaneously, while others perform only 1x1 convolutions.
This enhances information sharing and feature extraction
capabilities without the need for channel shuffling operations.
Compared to standard convolutions, the computational cost
(FLOPs) is significantly reduced. The structural layout
is shown in Figure 3, where M is the number of input
channels, N is the number of convolution filters (also the
number of output channels), and G is the number of groups
in both group convolution and dual convolution.

In DualConv, for a given G, the ratio of combined
convolution kernels with a size of (KxK + 1x1) to all
channels is 1/G, while the remaining 1x1 convolution
kernels have a ratio of (1 - 1/G). Therefore, in the dual
convolution layer consisting of G convolution filter groups,
the floating-point operations (FLOPs) for the combined
convolutions kernels are:

FLoo= (D x K> x M x N+ D2 xMxN) (1)

The floating-point operations (FLOPs) of the remaining 1x1
pointwise convolution kernels are:

FLpo = (D3 x M x N) x (1-1/G) )

The total number of floating-point operations (FLOPs) is:”

FLDC:FL00+FLPC

3
= D3 x K* x M x N/G+ Di x M x N ©)

Here, Dy represents the width and height dimensions of the
output feature map, M denotes the number of input feature
channels,N indicates the number of convolution filters,
which is also the number of output feature channels, and G
represents the number of convolution filter groups. Through
this design, DualConv addresses the issue of poor channel
information exchange in group convolution and improves the
negative impact of heterogeneous convolution on information
preservation. Since convolution is applied to all input
channels, it better retains the original information, helping
deeper convolution layers extract features more effectively,
without the need for channel shuffling operations. In terms of
computational cost, the use of the group convolution strategy
reduces the parameters of the original backbone network
model, effectively lowering both the number of parameters
and the computational cost.

C. PC_EPCA Module

Traditional channel attention mechanisms, such as the SE
module in SENet, perform dimensionality reduction when
learning channel attention. While this can control model
complexity, it disrupts the direct correspondence between
channels and weights, negatively affecting performance.
Current attention mechanisms, like SE-Net [24] and CBAM
[25], often focus on developing complex attention modules to
improve performance, but this increases model complexity.
The Efficient Channel Attention (ECA) module is a
lightweight and effective mechanism designed to enhance
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channel-wise feature representation in deep convolutional
neural networks. The ECA module focuses on local
cross-channel interactions to achieve efficient channel
attention learning. With an extremely streamlined parameter
configuration, it significantly strengthens the network’s
capacity to capture essential features and facilitates more
efficient learning, significantly boosting the model’s overall
effectiveness and practical application value.

Firstly, the Efficient Channel Attention (ECA) module
incorporates both adaptive global max pooling and adaptive
global average pooling to enhance the extraction of salient
channel-wise features.

Would you like the next sentence to explain how these
operations contribute to attention.These operations compute
the maximum and mean values across spatial dimensions

of feature maps respectively, with their outputs being fused
to generate a comprehensive representation of channel-wise
feature statistics. Furthermore, a partial convolution (PConv)
strategy is proposed to mitigate feature map redundancy. This
approach performs standard convolution on only a fraction
of input channels while maintaining the remaining channels
intact, thereby significantly reducing computational overhead
and memory access costs without compromising complete
channel information preservation.The harmonious integration
of these components boosts the model’s performance without
compromising computational efficiency.

PConv exploits the redundancy across feature map
channels by performing standard convolution on only a
portion of the input channels to extract spatial features, while
keeping the rest of the channels intact. The floating-point
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TABLE I: Ablation experiments were conducted on the HIT-UAV dataset.

Models SPD_Conv Dual_Conv PC_EPCA Params/M(%) GFLOPS(%) mAP50(%) FPS
YOLOVY 48.61 237.7 87.8 224
YOLOVY Vv 27.94 323 76.1 522
YOLOV9 Vi i 27.86 123.7 86.2 335
YOLOVY Vv Vv Vv 27.23 123.1 88.9 22.94

operations per second (FLOPs) for PConv are lower than
those of conventional convolution, but higher than depthwise
convolution and group convolution. To enable continuous
or structured memory access, either the first or the last
c¢p contiguous channels are selected to represent the entire
feature map during computation. Without loss of generality,
it is assumed that the input and output feature maps have the
same number of channels. Consequently, the floating-point
operations (FLOPs) for PConv can be expressed as:

hxwxk xc 4)
Moreover, the memory access for PConv is smaller, that is
hxwx2c,+ k> x ¢ =~ hxwx 2 5)

In this context, h and w refer to the height and width of
the feature map, k represents the size of the convolution
kernel,c indicates the total number of channels in the input
feature map, and ¢, denotes the number of channels utilized
for spatial feature extraction in PConv. PConv significantly
reduces the computational complexity and memory access
demands by decreasing the number of channels involved in
computation, thus improving computational efficiency. ECA
dynamically determines the kernel size k, which can
be adjusted according to the number of channels. For
example, £k = 5 means that each channel interacts
with its five neighboring channels. This adaptive approach
eliminates the need for manually adjusting the kernel size
through cross-validation, saving computational resources and
enhancing the model’s adaptability and generalization ability.
Additionally, a fast 1D convolution of size k is used to
implement local cross-channel interaction. Each channel
interacts with its k neighboring channels, learning the
relationships between the channels and generating channel
attention weights.Compared to traditional methods, this local
interaction approach requires fewer parameters and is more
efficient. The output of the 1D convolution is passed through
a Sigmoid activation function, which normalizes the values
between 0 and 1, generating the attention weights for
each channel. These attention weights are then applied
to the original input feature map through element-wise
multiplication, recalibrating the map to amplify the response
of significant channels while attenuating the response of
less relevant channels, thus enhancing the network’s feature
representation capabilities.

IV. DATASETS AND EVALUATION METRICS
A. Experimental Dataset

This study utilizes the HIT-UAV public dataset [26],
which consists of 2,898 infrared thermal images curated

from 43,470 drone video frames captured in a variety
of scenarios, including campuses, parking lots, roads, and
playgrounds. Designed to meet the core needs of search
and rescue operations, the dataset offers detailed annotations
for four key object categories: pedestrians, cars, bicycles,
and special-purpose vehicles, along with a “Don’tCare”
category to handle ambiguous or low-confidence detections.
To ensure robust model validation, the entire dataset is
randomly divided into training, validation, and test sets at an
8:1:1 ratio, thereby establishing a standardized benchmark
framework for machine learning evaluation.

B. Evaluation Metrics

This study establishes a dual-dimensional evaluation
framework that encompasses both detection accuracy
and computational efficiency. For detection accuracy, the
framework incorporates Precision, Recall, class-specific
Average Precision (AP), and the mean Average Precision
(mAP) across categories, with the global mAP at a
50% Intersection-over-Union (IoU) threshold (mAP50)
serving as the primary metric. In terms of computational
efficiency, parameters (Params), floating-point operations
(FLOPs), real-time frame rate (FPS), and model storage
requirements are used to systematically assess the
algorithm’s  deployability in hardware environments,
thus creating a comprehensive performance evaluation

system.
TP

- 6
P TP+ FP ©
TP
= 7
R TP+ FN ™
Num(class)
MmAP — Don—1 AP(n) (8)
TP+TN+FP+FN

TP (True Positive) represents the number of correctly
identified positive samples, meaning instances where the
model accurately classifies actual positive cases. FP (False
Positive) indicates the number of negative samples that
the model mistakenly identifies as positive. FN (False
Negative) refers to the number of positive samples that
the model incorrectly classifies as negative. The number of
parameters (Params) indicates the total count of learnable
weights within the model, serving as a primary measure
of model complexity—larger parameter counts generally
imply a more complex model. GFLOPs (Giga Floating
Point Operations) quantify the computational load required
for inference or training, reflecting the model’s demand
on processing resources; higher GFLOP values correspond
to increased computational requirements. FPS (Frames Per
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TABLE II: Comparative experiments on attention mechanisms

Model Params/M(%) GFLOPS(%) FPS(%) mAP50(AP%) mAP50-95(AP%)
YOLOvV9 48.6 237.7 22.4 87.8 59.1
YOLOV9+SPD+Dual+MCA 27.24 123.3 35.1 86.6 559
YOLOV9+SPD+Dual+DASI 29.13 123.7 355 87.1 56.3
YOLOV9+SPD+Dual+NAM 27.23 123,2 275 86.1 55.7
YOLOvV9+SPD+Dual+CBAM 27.45 123.3 29.1 86.4 57.1
YOLOV9+SPD+Dual+Skattention 45.77 138.7 26.3 85.0 55.2
YOLOV9+SPD+Dual+DoubleAttention 27.79 123.6 28.7 87.2 56.7
Ours 27.2 123.1 26.9 88.9 61.3

Second) evaluates the model’s processing speed by indicating
how many image frames can be processed each second, with
higher FPS values denoting stronger real-time performance.

V. EXPERIMENTS AND ANALYSIS
A. Ablation Study

In order to verify the effectiveness of each improved
module in this paper on YOLOVY, we gradually incorporated
the improved modules into YOLOvV9 for ablation
experiments. As shown in Table 1, first, the original
downsampling layer of the model was replaced with the
SPD_Conv module. After the replacement, although the
mAP of the model decreased by 11.5%, the number of
parameters dropped by 27.94M, with a reduction rate
of 42.5%, and the amount of computation decreased
significantly to 32.3 GFLOPS, while the FPS increased
by 29.8%. Next, the original convolutional layer was
changed to the DualConv convolutional module. After the
improvement, the mAP increased by 10.1%, the number of
parameters dropped to 27.86M, the amount of computation
became 123.7 GFLOPS, and the FPS was 33.5. Finally, the
improved attention mechanism PC_EPCA was introduced
into the backbone. As a result, the mAP increased by
2.7%, the number of parameters dropped to 27.23M, the
amount of computation decreased to 123.1 GFLOPS, and
the FPS was 26.94. The results of the ablation experiments
demonstrate that the enhanced model presented in this paper
not only improves accuracy but also significantly reduces
computational complexity and the number of parameters.
This indicates that the improved model holds notable
research value for infrared small target detection.

B. Comparison Experiment On Attention Mechanisms.

To evaluate the effectiveness of the enhanced attention
mechanism, PC_EPCA, this paper conducted comparison
experiments across various attention mechanisms based on
prior improvements, as presented in Table 2. The table
clearly shows that, when other attention mechanisms are
applied, both the number of parameters and computational
cost exceed those of PC_EPCA, and accuracy tends to
decrease. In contrast, the PC_EPCA mechanism not only
reduces the number of parameters and computation but
also improves mAP50 by 1.1%. This demonstrates that

by optimizing convolution and integrating global max
pooling with adaptive global average pooling, the PC_EPCA
mechanism allows the model to capture both local and
global features more efficiently, significantly minimizing
information loss. Moreover, it can capture local and
global features more effectively, significantly enhancing
the performance in complex backgrounds. Meanwhile, by
reducing computational redundancy, the model has achieved
remarkable results in reducing the amount of computation
and the number of parameters, effectively promoting the
lightweight process of the model.

TABLE III: Comparison of Methods on the HIT-UAV

Dataset
Model Params/M(%) GFLOPS(%) FPS(%) mAP50(AP%)
Faster-RCNN 48.1 176.8 37.6 76.8
SSD 46.9 138.5 81.2 85.6
YOLOVSs 8.7 23.8 87.3 79.4
YOLOV6 4.04 26.3 82.5 72.3
YOLOvV8 10.6 30.4 78.7 79.8
YOLOVY 48.6 237.7 22.4 87.8
YOLOvV10s 7.7 29.7 40.3 83.7
RTDETR 30.5 27.79 23.6 854
Ours 27.2 123.1 26.9 88.9

C. Comparative Experiment

To further validate the performance of the improved
model algorithm proposed in this paper, several classic
models were selected for comparative experiments, with
the results presented in Table 3. As shown in the table,
the improved model demonstrates a substantial reduction
in both the number of parameters and computational cost
compared to classic models such as Faster R-CNN, SSD,
and RT-DETR, while also achieving an improvement in
accuracy.By comparing with the models such as YOLOVSs,
YOLOvV6, YOLOVS, and YOLOV10s, it can be observed that
the mAP50 has been significantly improved, with increases
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Fig. 5: Comparison of detection effects

of 9.5%, 16.6%, 9.1%, and 5.2% respectively.In comparison
with YOLOV9, the improved model presented in this paper
achieves a 1.1% increase in mAP50, reduces the number of
parameters by 21.4 million, and decreases computational cost
by 114.6 GFLOPS. These results clearly demonstrate that the
enhanced YOLO model offers significant advantages in terms
of model lightweighting.It not only ensures lightweighting
but also improves the accuracy, reduces the usage cost, and
enhances the practicability of the model.

VI. VISUAL ANALYSIS OF DETECTION EFFECTS

To verify the effectiveness of the improved model
algorithm in this paper compared to YOLOV9, two sets
of images from the HIT-UAV dataset were selected
for comparison of detection performance under different
models. Figure 5(a) presents the detection results using the
YOLOV9 model, while Figure 5(b) illustrates the detection
performance of the improved model algorithm. As shown in
the figures, the YOLOV9 model tends to miss the detection
of small targets in complex backgrounds. In contrast, the
improved model enhances the ability to extract features from
small targets, thereby improving detection accuracy. The
improved algorithm effectively addresses the challenge of
detecting tiny targets, boosts detection precision, reduces
computational redundancy, and significantly lowers both the
number of parameters and computational load. This model
meets the real-time performance requirements and is better
suited for infrared small target detection applications.

VII. CONCLUSION

In the field of infrared small target detection, issues such
as real-time detection effects and the tendency of missing
detections for small targets in complex backgrounds have
always attracted much attention. In response to this, this
paper proposes an innovative lightweight algorithm based on
enhancements to YOLOV9.Specifically, a series of measures
were taken during the improvement process. Firstly, the

adaptive downsampling layers of the original model were
uniformly replaced with SPD_Conv. Meanwhile, some of
the original convolutional layers were replaced with dual
convolutions. Moreover, an original attention mechanism
PC_EPCA was introduced in the backbone part. Through
these improvement measures, the algorithm has achieved
optimizations in multiple aspects.The proposed algorithm not
only substantially reduces computational cost and parameter
count but also achieves a notable improvement in detection
accuracy. According to the experimental results on the public
HIT-UAV dataset, the improved algorithm demonstrates
outstanding performance—achieving a 1.1% increase in
mAP50, a 43.9% reduction in the number of parameters,
and a 48.2% decrease in computation. These results indicate
that the algorithm’s real-time detection capability has been
significantly enhanced, along with its effectiveness in
detecting small targets in complex backgrounds.

While the proposed algorithm achieves promising
performance, certain aspects still require further
improvement. Future research will aim to further enhance
the detection of small targets and improve overall detection
accuracy, thereby promoting the continued evolution of
infrared small target detection algorithms.
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